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Abstract
Poverty is widely acknowledged as a significant factor in the outbreak of armed conflicts, particularly fueling
armed conflict within national borders. There is a compelling argument positing that poverty is a primary
catalyst for intrastate armed conflicts; reciprocally, these conflicts exacerbate poverty. This article
introduces a statistical model to forecast the likelihood of armed conflict within a country by scrutinizing the
intricate relationship between intrastate armed conflicts and various facets of poverty. Poverty, arising from
factors such as gender inequality and limited access to education and public services, profoundly affects
social cohesion. Armed conflicts, a significant cause of poverty, result in migration, economic devastation,
and adverse effects on social unity, particularly affecting disadvantaged and marginal groups. Forecasting
and receiving early warnings for intrastate armed conflicts are crucial for international policymakers to take
precautionary measures. Anticipating and proactively addressing potential conflicts can mitigate adverse
consequences and prevent escalation. Hence, forecasting intrastate armed conflicts is vital, prompting
policymakers to prioritize the development of effective strategies to mitigate their impact. While not
guaranteeing absolute certainty in forecasting future armed conflicts, the model shows a high degree of
accuracy in assessing security risks related to intrastate conflicts. It utilizes a machine‐learning algorithm and
annually published fragility data to forecast future intrastate armed conflicts. Despite the widespread use of
machine‐learning algorithms in engineering, their application in social sciences still needs to be improved.
This article introduces an innovative approach to examining the correlation between various dimensions of
poverty and armed conflict using machine‐learning algorithms.
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1. Introduction

The connection between poverty and intrastate armed conflicts is not straightforward. On the one hand,
poverty can lead to conflicts; on the other hand, conflicts can exacerbate poverty. To effectively address the
root causes of poverty and armed conflicts, it is crucial to understand the complex interplay between them.
While poverty is often defined in monetary terms, it is essential to note that the poverty that fuels armed
conflicts is multidimensional and stems from inequality that leads to grievances. Grievances are better
understood as multidimensional poverty, affecting all aspects of life.

Although it is widely perceived that grievance is a significant factor contributing to the outbreak of intrastate
armed conflict, there are numerous instances where, even though the level of grievance was high, it did not
escalate into armed conflict. Hence, it is essential to understand the circumstances under which a state may
experience armed conflict due to poverty. Cederman et al. (2010) suggest that when large ethnic groups
with high mobility are excluded, the likelihood of civil war increases. Additionally, the history of previous
conflicts within the country can negatively affect the potential for future conflict (Cederman et al., 2010,
p. 88). Lindemann and Wimmer (2018) studied the Ethnic Power Relations dataset. Not all politically
marginalized groups experience armed conflict due to ethnopolitical exclusion (Lindemann & Wimmer, 2018,
p. 1). According to their research, when the dissatisfaction related to ethnopolitical inequality is aggravated
by state violence that targets members of a specific group, conflicts can turn into armed rebellions. This is
more likely to happen when the state’s repressive institutions have limited control over the territory or if a
neighboring state provides refuge. In such circumstances, leaders of the excluded groups may seize the
opportunity to organize an armed rebellion (Lindemann & Wimmer, 2018, p. 13).

Grievances in society are one of the significant contributors to deteriorating social cohesion. The grievances
arising from the political context demonstrate a feeling of political unrest and populism. This occurs when
public officials make unstable policies and regulations for the state. This uncertain situation frustrates the
public, making it difficult for them to make decisions regarding economic, social, and daily aspects of life.
When a government is politically unstable, it cannot meet public demands and provide successful services.
It is discussed that an unstable government can negatively impact a state’s political situation and the country’s
economic and social systems (Abbas et al., 2023, pp. 1–2). It can be assumed that the structural form of
exclusion can impact the outbreak of conflicts within a state. This study aims to better understand the root
causes of intrastate conflicts by exploring how different types of exclusion and societal grievances affect the
likelihood of armed conflict. Instead of focusing solely on the kind of government system in place, this article
will attempt to identify a systematic relationship between societal grievances and the probability of intrastate
armed conflict occurring.

At this point, an important question must be addressed: What type of grievance are we discussing? If we
assert that the grievances enhance the likelihood of intrastate conflict, measuring which type of grievances
can cause the outbreak of intrastate armed conflict is of utmost importance. Grievance resulting in the armed
conflict outbreak can be over the economy, cohesion, political rights, or different factors affecting each other.
Grievances can arise for various reasons and can be linked to multidimensional poverty. Individual well‐being
is linked to multidimensional poverty, characterized by monetary, educational, and living standards (Oxford
Poverty and Human Development Institute, 2023). Multidimensional poverty is also closely related to fragility
in social well‐being. Fragility in one aspect of social well‐being can negatively impact an individual’s well‐being

Social Inclusion • 2024 • Volume 12 • Article 8396 2

https://www.cogitatiopress.com


and, in many instances, can lead to societal grievances. Measuring fragility across different dimensions of
well‐being can help us better forecast the decline in social cohesion. This research aims to create a forecasting
model using machine‐learning algorithms.

Using suitable fragility metrics in different areas of social life, we can forecast the likelihood of the outbreak
of intrastate conflict.

2. Poverty and Armed Conflict Relationship

History has demonstrated the inexorable intertwining of conflicts and poverty, emphasizing the imperative
for enhanced understanding to combat their profound repercussions on humanity. While traditionally
approached within separate academic domains—poverty within development studies and economics and
armed conflict within security and peace studies—it is increasingly apparent that these phenomena are not
isolated but interconnected facets of global challenges. This realization is underscored by empirical evidence
indicating that some of the world’s poorest nations have been ravaged by major civil wars, with a significant
likelihood of relapse into armed conflict within the first five years of peace (United Nations Development
Programme, 2005).

Understanding the relationship between conflict and poverty is complex, given the intricate feedback
mechanisms between these phenomena. Academic inquiry has predominantly focused on elucidating how
poverty can catalyze conflict and vice versa, with recent attention primarily directed towards exploring
poverty’s role in instigating war (Justino, 2011). The complex interplay between violent conflict and poverty
manifests through various channels, including conflict as a cause of chronic poverty, insecurity exacerbating
poverty, and poverty serving as a trigger for conflict.

Examining the impacts of military institutions and armed conflict on economic development unveils a critical
nexus between conflict and poverty. Notably, civil wars precipitate a sharp increase in military expenditure
relative to GDP, often at the expense of social spending, thereby perpetuating stagnation and
underdevelopment (Collier & Hoeffler, 2006; Loayza et al., 1999). Moreover, conflicts weaken governance
institutions and impede service provision, amplifying immediate and long‐term human costs, particularly
among vulnerable groups (Stewart & FitzGerald, 2000).

While there is consensus on the transmission mechanism validating poverty as a trigger for conflict, modern
conflicts are recognized asmulti‐causal phenomena influenced by various short‐ and long‐term factors beyond
economic deprivation (Fearon & Laitin, 2003; Goodhand, 2001).

Conflict‐induced disruptions in agriculture and investment contribute to increased economic uncertainty,
leading to reliance on informal markets and elevated production costs (Justino, 2011). Furthermore,
weakened social networks diminish informal risk mitigation mechanisms, exacerbating the economic toll of
conflict on households.

In addition to its economic ramifications, armed conflict inflicts profound capability deprivations, undermining
society’s ability to realize valuable functions (Sen, 2011). The atrocities perpetrated during conflicts—ranging
from massacres to forced displacement—result in severe freedom deprivation, limiting individuals’ prospects
for leading dignified lives.
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In conclusion, the intricate relationship between conflicts and poverty necessitates a holistic approach
integrating political, economic, and social strategies to address root causes and mitigate their impacts.
By fostering greater understanding and implementing targeted interventions, societies can aspire to break
the cycle of violence and poverty, paving the way for a more equitable and prosperous future.

3. Research Methodology

This study utilizes fragility metrics based on the Fragility State Index, published annually by the Fund for
Peace. This index evaluates countries based on cohesion, political stability, economic stability, social stability,
and cross‐cutting groups. The evaluations are based on 12 indicators within these groups and have been
published yearly since 2007. We created a machine‐learning algorithm that utilizes an open‐source dataset
provided by the Fund for Peace to forecast future outbreaks of intrastate armed conflicts. Regression analysis
is frequently used in our machine‐learning models to forecast a dependent variable 𝑦 based on independent
variable 𝑥 (Kassambara, 2017, p. 6). This statistical method can also explain the interaction between dependent
and independent variables that affect dependent variables (Bulut, 2018, p. 219). Our algorithm assumes a
statistical relation between fragility indicators and the outbreak of armed conflict within a state. This study
uses fragility data from 2007 to 2012 tomeasure the relation andmake forecasts. The indicators and grouping
of the Fragile State Index are described in Table 1.

To forecast intrastate armed conflicts, we used the Fragile State Index dataset indicators as independent
variables and the data derived from the ACLED dataset as a dependent variable. It is considered an occasion
of intrastate armed conflict if the country has experienced armed conflict and had more than 250
conflict‐related deaths within about ten years, from 2012 until 2022. In the dataset, the case of intrastate
armed conflict is marked as “1,” and no intrastate conflict case is marked as “0” (ACLED, 2024). Cockayne
et al. (2010) have set the threshold for conflict‐related deaths at 250 within ten years, and for a civil war to
be considered active, there must be at least 25 conflict‐related deaths within a year (Cockayne et al., 2010,

Table 1. Fragile State Index and indicators.

Fragile States Index main groups Sub‐indicators Description of indicator in the model

Cohesion indicators Security apparatus C1
Factionalized elites C2
Group grievance C3

Economic indicators Economic decline E1
Uneven economic development E2
Human flight and brain drain E3

Political indicators State legitimacy P1
Public services P2
Human rights and the rule of law P3

Social indicators Demographic pressure S1
Refugees and IDPs S2

Cross compliance indicator External intervention X1

Source: Fund for Peace (n.d.).
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p. v). Therefore, 250 deaths in a country indicate that “armed conflict has occurred” when conducting a
logistic regression model over ten years. Under these criteria, it is found that between 2012 and 2022,
57 out of 177 countries experienced intrastate armed conflict, based on the ACLED dataset.

The Fragile States Index includes 177 countries; all fragility data between 2007 and 2012 are available. Since
the data on South Sudan started to be published in 2012, South Sudanwas not included in themodel to protect
the integrity of the forecasting model, and the model was built in 177 countries. In the forecasting model, the
fragility data, themodel’s independent variables, are taken from the Fragile States Index data (2007–2012) and
used to forecast. Armed conflict status, determined as the dependent variable, is obtained from the armed
conflict data between 2012 and 2022. Between 2012 and 2022, the occurrence of armed conflict in the
specified country is indicated in the dataset as “conflict status” and marked as “1” or “0.”

To ensure accurate results in machine learning, it is essential to consider the proportional difference
between the categories of the dependent variable. This study created the training set based on category “1,”
which had the least number of categories. The dataset was divided into two sets—the training and test sets.
To maintain balance, the training set comprised 114 data, of which 57 were from category “0” and 57 were
from category “1.” The test dataset was used to evaluate the accuracy of the trained data and was tested on
all data, with 177 data points—equal to the total number of countries in the dataset. The data distribution of
the dataset used in the model is presented in Table 2.

The formula for multiple linear regression accounts for the effect of several independent variables on a
dependent variable, assuming linear relationships is shown as equation 1:

𝑦 = 𝛽0 + 𝛽1 𝑥1 + 𝛽2 𝑥2 +⋯+ 𝛽𝑚 𝑥𝑚 + 𝜀 (1)

Where 𝑦 is the dependent variable, 𝑋𝑚 is the𝑚th independent variable, 𝛽0, 𝛽1,…, 𝛽𝑚 are the model parameters,
𝜀 is the error term, and 𝑚 is the number of explanatory variables in the model (Bulut, 2018, p. 233). Based on
equation 2, the forecasting equation for the multiple linear regression model can be expressed as:

�̂� = �̂�0 + �̂�1 𝑥1 + �̂�2 𝑥2 +⋯+ �̂�𝑚 𝑥𝑚 (2)

In this forecasting equation, the difference between the forecasted dependent variable �̂� and the actual 𝑦
value is characterized as the residual value (𝜀), and the residual value (𝜀) can be formulized as in equation 3:

𝜀 = 𝑦 − �̂� (3)

Table 2. Data distribution in the model.

Characteristics of the dataset used in the model

Total amount of data 177
Amount of data in category “1” 57
Amount of data in category “0” 120
Training set data distribution “0” category: 57

“1” category: 57
Test set data distribution “0” category: 120

“1” category: 57
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To convert this forecasting equation into a probability value, equation 4 is applied:

𝑃(𝑌 = 𝐴) = 𝑒(𝛽0+∑
𝑚
𝑗=1 𝛽𝑗𝑋𝑗)

1 + 𝑒(𝛽0+∑
𝑚
𝑗=1 𝛽𝑗𝑋𝑗)

= 1
1 + 𝑒−(𝛽0+∑

𝑚
𝑗=1 𝛽𝑗𝑋𝑗)

(4)

Transformation is applied. In the multiple linear regression model equation, the dependent variable 𝑦 values
can change in the range (−∞,∞). After transforming into a probability equation, probability values are between
0 and 1.

However, since a categorical dependent variable is needed in the logistic regression model, the formula is
transformed again, and the binary logistic regression formula is used in this research. This conversion can be
formulated as in equation 5:

ln ( 𝑃(𝑌 = 𝐴)
1 − 𝑃(𝑌 = 𝐴)) = 𝛽0 + 𝛽1 𝑋1 + 𝛽2 𝑋2 +⋯+ 𝛽𝑚 𝑋𝑚 (5)

This conversion is described as “logit conversion” (Bulut, 2018, pp. 275–276). Depending on thesemultivariate
sub‐factors (independent variables), the model is created to forecast a categorical dependent variable.

4. Results

The logistic regression model was created with the “glm()” function in the “glmnet” statistical package, which
is used to create linear regression models in the R programming language. The categorical dependent
variable was chosen as family = “binomial” for the first model. The training set used to create the model is
called “trainSet” and is specified in the programming code as “data = trainset.” In the data obtained from the
first model called “modelLogit,” the weight coefficients for each independent variable were specified as
“coefficients,” and since the number of data used in the test set was 114 (consisting of 57 “1” and 57 “0”),
“degrees of freedom” was determined as 𝑛 − 1 = 113 (number of data used −1).

When the results are analyzed, it is observed that the “null deviance” is 158 and the “residual deviance”
is 92.91. It can be interpreted that the model, which was initially at the “null deviance” value, decreased to
the “residual deviance” value with the addition of independent (also called explanatory) variables, and
its explanatory feature increased. The results for the first model created are shown in Table 3. Based on
the assessment, it can be concluded that the independent variables positively impact the model.
Although the Akaike Information Criterion (AIC) is essential for comparing different models, it cannot be
considered significant.

When we analyze the values presented in Table 3 for the first model, it becomes apparent that the coefficients
“C1.Median,” “E1.Median,” and “E3.Median” are crucial for the model. Only three out of the 12 independent
variables are vital for the logisticmodel that was initially created. Less effective coefficients should be removed
to simplify the logistic model.

The presence of multicollinearity in a forecasting model negatively affects its performance. Unforecastable
relationships between independent variables can cause this issue (Pennsylvania State University, 2018).
To eliminate the problem of multicollinearity between independent variables and indirectly reduce variance
inflation, we can examine variance inflation values (VIF). This issue can be mitigated by removing the model’s
independent variables with high VIF values. To remedy this problem, a correlation matrix can be created for
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Table 3. Significance of coefficients in the R programming language code written for the first model.

Min. 1Q Median 3Q Max.

−2.41760 −0.74549 0.06158 0.64610 2.36154

Estimate Std. error 𝑧 value Pr(>|𝑧|)
(Intercept) −8.65723 2.60603 −3.322 0.000894 ***
C1.Median 0.61425 0.34242 1.794 0.072833 ++

C2.Median −0.01670 0.36016 −0.046 0.963006 +

C3.Median 0.03447 0.36100 0.095 0.923941 +

E1.Median −0.61018 0.34550 −1.766 0.077381 ++

E2.Median 0.29474 0.43401 0.679 0.497071 +

E3.Median 0.57828 0.26495 2.183 0.029066 *
P1.Median −0.64488 0.53206 −1.212 0.225503 +

P2.Median 0.01898 0.39746 0.048 0.961913 +

P3.Median 0.43700 0.39039 1.119 0.262971 +

S1.MediaN 0.62155 0.45800 1.357 0.174756 +

S2.Median 0.04799 0.22193 0.216 0.828811 +

X1.Median −0.04312 0.31579 −0.137 0.891386 +

Call

glm(formula = ConflictStatus ∼ C1.Median + C2.Median + C3.Median + E1.Median + E2.Median + E3.Median +
+ P1.Median + P2.Median + P3.Median + S1.Median + S2.Median + X1.Median, family =
= “binomial,” data = trainSet)

Deviance Residuals

Coefficients

Notes: Significant codes = 0 ***; 0.001 **; 0.01 *; 0.05 ++; 0.1 + (dispersion parameter for binomial family taken to be 1);
null deviance = 158.04 on 113 degrees of freedom; residual deviance = 92.91 on 101 degrees of freedom; AIC = 118.91;
number of Fisher Scoring iterations = 6.

the model and R programming language to examine the correlation values between the independent and
dependent variables, which generate a correlation matrix. Figure 1 presents the correlation matrix created.
According to Alpar, variables in a model should have a correlation value between 0.30 and 0.90. Variables
outside this range should be adjusted (Alpar, 2013, p. 291).

As can be seen in Figure 1, which was created with the “corrplot” code in the “corrplot” package used to
visualize the correlation between the specified variables in the R programming language, the correlation values
between some variables are above 0.9.

Creating a new logistic regression algorithm is necessary to remove the independent variables with
multicollinearity problems from the model. To create a new model, VIF values are checked one by one, and
the process is repeated until the most appropriate model is found by removing the variable with the most
significant value from the independent variables with VIF values above 5.

The “step” function in the R programming language considers the AIC in the forecasting model. Forward
selection, backward elimination, or stepwise approach methods were selected, and the coefficients with low
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Figure 1. Correlation matrix showing the relationship between coefficients.

significance were removed from the model. As a result of these experiments, the stepwise approach was
determined to be the most appropriate method. The R programming codes for creating the final logistic
model are given in Table 4.

The final model, created by removing the independent variables with low significance, has only four
independent variables (C1.Median, E1.Median, E3.Median, and S1.Median) compared to the 12 independent
variables at the initial stage. This reduction in the number of independent variables has reduced the
complexity of the model. When comparing the AIC of both models, it is noted that the AIC value of the
initial model is 118.9, while the AIC value of the final model is 106.3. This decrease in the AIC value
indicates an improvement in the model. In the summary information of the models provided by the
R program, it is stated that the final model developed in terms of the importance levels of the independent
variables is better than the initial model created at the beginning. This is indicated by the symbols following
the coefficients in the model summaries.
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Table 4. Appropriate model selection with the stepwise method call.

Min. 1Q Median 3Q Max.

−2.26032 −0.74419 0.07685 0.70477 1.99009

Estimate Std. error 𝑧 value Pr(>|𝑧|)
(Intercept) −7.8423 1.9105 −4.105 4.05e‐05 ***
C1.Median 0.6206 0.2018 3.076 0.00210 **
E1.Median −0.7554 0.2902 −2.603 0.00923 **
E3.Median 0.5290 0.2456 2.154 0.03122 *
S1.Median 0.7667 0.2934 2.613 0.00897 **

glm(formula = ConflictStatus ∼ C1.Median + E1.Median + E3.Median + S1.Median, family =
= “binomial,” data = trainSet)

Deviance residuals

Coefficients

Notes: Significant codes= 0 ***; 0.001 **; 0.01 *; 0.05 ++; 0.1 + (dispersion parameter for binomial family taken to be 1); null
deviance = 158.038 on 113 degrees of freedom; residual deviance = 96.267 on 109 degrees of freedom; AIC = 106.27;
number of Fisher Scoring iterations = 6.

4.1. Tests for Model Fitness

When examining goodness‐of‐fit tests for logistic regression models, it is observed that opinions are divided
into two. One view suggests that logistic regression models should be evaluated based on their forecasting
success percentages. This is because the test methods for logistic regression models with categorical
dependent variables are less successful than those for linear regression models. On the other hand, some
believe that the application of tests is crucial in determining the success of logistic models, and many
alternative test methods are available (Allison, 2014, p. 1). A meaningful way to evaluate the goodness of fit
of a model is by examining the scatter plots of the residual values. In Figure 2, the residuals vs. fitted graph
displays the relationship between the residual and forecasted values but does not yield a significant result.
This is because logistic regression results are binary (0 or 1), so it is normal not to obtain significant results as
in linear regression. The Normal Q‐Q plot in the upper right corner of Figure 2 shows the concentration of
residual values on the normality line, which supports the model fit. The “scale‐location” plot in the lower left
corner displays the relationship between the square root of the residual values and the forecasted values.
If the square root of the residual values is distributed horizontally equidistant from the line indicated on the
graph and does not follow a specific pattern but is homogeneously distributed over the entire graph, it is
considered an indicator of co‐variance (Bobbitt, 2020; Moreno, 2019). The “scale‐location” plot shows that
the covariance hypothesis cannot be accepted. Although the square root values of the residual values are
equally above and below the red horizontal line, they are not homogeneously distributed on the graph and
form a distinct pattern. Therefore, the “binned residual plot” method, which provides good results in
controlling model fit in logistic regression models for categorical variable estimation, is used to determine
the model fit.

In the “Residuals vs Leverage” graph shown in Figure 2, each observation is represented as a point.
The acceptable limits, or “Cook’s distance,” are marked by a dashed red line. Based on the graph, we can
conclude that all observations fall within Cook’s distance limits, indicating no extreme values in the model.
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Figure 2. Scatter plots of residual values.

In the “binned residual plot” graph shown in Figure 3, the fact thatmost of the observations arewithin the limits
indicates the appropriateness of the model (Kasza, 2015). As seen in the “binned residual plot” graph of the
final model, most observations are within the specified boundaries. Although a few observations are outside
the limits, the values outside the limits do not form a specific pattern; therefore, the model is acceptable.

Other methods that can be applied for model compatibility are the Hoslem Lemeshow goodness of fit test,
checking the values of McFadden R2 statistic, and testing the normality of the residual values by drawing a
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Figure 3. Binned residual plot.
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histogram graph. In the Hoslem Lemeshow goodness of fit test, the hypotheses for the final model are:

𝐻0: There is no discrepancy between values forecasted and values observed.

𝐻𝑎: There is a discrepancy between values forecasted and values observed.

Since the 𝑝‐value obtained as a result of the Hoslem Lemeshow goodness of fit test is 0.5137 according to
the 𝑝 > 0.05 criterion, at a 95% confidence interval, the hypothesis 𝐻0 cannot be rejected, and there is no
discrepancy between the observed and forecasted values. Acceptance of the hypothesis 𝐻0 is the expected
result in the Hoslem Lemeshow goodness of fit test, and the model is appropriate according to this test.

Thanks to “PseudoR2,” a function in the “DescTools” package, theMcFadden test can be easily implemented in
the R programming language. The McFadden test is compatible with measuring logarithmic values and testing
the appropriateness of logistic regression models (Bartlett, 2014).

The results of the McFadden test between 0.2 and 0.4 indicate that the model is good (Bartlett, 2014).
The value of this test for the final model was determined as 0.3908607 and provided model suitability.
When the histogram graph of the residual values is analyzed, Figure 4 shows a distribution close to normal.

In analyzing the final model, it is helpful to examine how the independent variables interact with the
dependent variables. To do so, we can visualize the “alleffects” function in the R programming language’s
“effects” library, as shown in Figure 5. From the graph, we can see that the independent variables C1.Median,
E1.Median, E3.Median, and S1.Median have a linear relationship with the dependent variable ConflictStatus,
which is categorical and represented by 1 and 0. Specifically, there is a positive linear relationship between
C1.Median, E3.Median, S1.Median, and ConflictStatus, while E1.Median has a negative linear relationship.
In analyzing the final model, it is helpful to examine how the independent variables interact with the
dependent variables.
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Figure 4. Histogram plot of residual values.

Social Inclusion • 2024 • Volume 12 • Article 8396 11

https://www.cogitatiopress.com


2

0.8
0.6
0.4
0.2

4 6

C1. Median

C1. Median effect plot

C
o
n
fl
ic
tS
ta
tu
s

8 10

2

0.8
0.6
0.4
0.2

4 6

E3. Median

E3. Median effect plot

C
o
n
fl
ic
tS
ta
tu
s

8 10 2

0.8
0.6
0.4
0.2

4 6

S1. Median

S1. Median effect plot

C
o
n
fl
ic
tS
ta
tu
s

8 10

2

0.8
0.6
0.4
0.2

4 6

E1. Median

E1. Median effect plot

C
o
n
fl
ic
tS
ta
tu
s

8 10

Figure 5. Effects function graphs.

After conducting the fit tests for the model, the necessary codes were generated to make forecasts.
The model’s forecasts are based on probabilities ranging from 0 to 1. These probabilities were converted to
binary values. These probabilities can also be converted to percentages to determine the likelihood of
intrastate armed conflict in percentages. However, this methodology cannot determine which countries are
likely to experience intrastate armed conflict. For this reason, binary logistic regression is a better method
for this research. Using binary values for forecasting is more appropriate for determining the names of
the countries.

In the R programming language, the standard threshold value for generating the results as “1” and “0” is set
as 0.5. However, utilizing the “OptimalCutoff” function within the “InformationValue” library makes it possible
to determine the most appropriate threshold value, resulting in better forecasting by the model. The model
was created using a threshold value of 0.736755.

Out of the 120 values in the data with “0” (no armed conflict), 115 were correctly forecasted. However, out
of the 57 values with “1” (armed conflict), only 32 were correctly forecasted.

4.2. Tests for Forecasting Performance of the Model

The ROC curve and AUC values are used to measure the ability of a model to make accurate forecasts. This
is done by comparing the forecasted values to the actual values. According to El Khouli et al. (2009), models
with an AUC value between 0.9 and 1 are considered excellent, those between 0.8 and 0.9 are good, those
between 0.7 and 0.8 are normal, those between 0.6 and 0.7 are poor, and those between 0.5 and 0.6 are
unsuccessful (El Khouli et al., 2009, p. 1001). The ROC curve graph is presented in Figure 6. The final model’s
AUC value is 0.8642, which is classified as good.

When the forecasts of the final model are evaluated, approximately 83% are correct, and 17% are incorrect.
When the data specified in the Confusion Matrix regarding the model’s forecasting performance is analyzed,

Social Inclusion • 2024 • Volume 12 • Article 8396 12

https://www.cogitatiopress.com


2.0

1.0

0.8

0.6

0.4

0.2

0.0

S
e
n
si
 
v
it
y

1.5 1.0 –0.50.5 0.0 –1.0

Specificity

Figure 6. ROC curve graph.

the correct forecasting rate is observed with the “accuracy” parameter. The “accuracy” value for the suitability
of themodel’s performance in forecasting should be greater than the “no information rate” value. The accuracy
value varies between 0.767 and 0.8826 at a 95% confidence interval. Since the probability value of “P‐Value
[ACC > NIR]” is less than 0.05 and below 0.01, it can be evaluated that the criterion for the suitability of the
model’s performance is met with a probability of over 99%.

In addition to these values, the Kappa statistic in the Confusion Matrix is a test used to evaluate the similarity
between forecasted and actual values. As an evaluation criterion, there is no similarity for values less than
0, values between 0.2 and 0.4 are characterized as low similarity, values between 0.4 and 0.6 as moderate
similarity, values between 0.6 and 0.8 as good similarity, and values between 0.8 and 1 as excellent similarity
(McHugh, 2012). The Kappa statistic value was found to be 0.57 for the final model. The similarity success
between the model’s forecasted and actual values can be evaluated as moderate based on the result obtained
according to the Kappa statistic.

The model was developed using the R programming language. Based on the model, it was observed that the
category “0” can be forecasted with 82% accuracy. This value represents the proportion of correct forecasts
for the desired category. Additionally, the sensitivity value of the final model was calculated using the
R programming language, and the result obtained was 0.9583333. The sensitivity of the final model for the
“0” category was found to be 96%.

A good model should have sensitivity/precision values evaluated together, with both values approaching 1.
This can only be accomplished if the model does not misforecast both “1” and “0” values. The F1 score, which
can evaluate both values simultaneously, is widely used tomeasure themodel’s success. The ConfusionMatrix
indicates the precision, recall, and F1 scores. In this study, the F1 score for the final model is 0.8846154.When
the number of positive and negative forecasts differs in datasets similar to the ones used in this study, it is
more appropriate to check the F1 value instead of the precision and recall values.

When analyzing the final model’s forecasting performance for the value “1,” representing the occurrence of
armed conflict, it was found that themodel’s precision value is 0.8649, sensitivity value is 0.5614, and F1 score
is 0.6809 while forecasting the value “1.” The “balanced accuracy” value, which considers both categories and
evaluates the overall forecasting performance of the model in both categories simultaneously, is observed to
be 0.7599.
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After conducting tests to evaluate the model’s accuracy and forecasting capability, codes were developed to
monitor the forecasted values within the model. This allowed for comparing the forecasted and actual values
for a specified country. The overall steps for the model creation are described in Figure 7.
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Figure 7. Steps of the research.

5. Discussions and Conclusions

This study has created a binary logistic regression model that forecasts a country’s likelihood of armed
conflict. The forecast is based on the median average of the country’s fragility data from the previous ten
years. The fragility data uses twelve sub‐indicators, each tested in the machine‐learning model. These
models are based on the relationship between the median value of the annual fragility data between 2007
and 2012 and the occurrence of armed conflict from 2012 to 2022. The logistic regression method is used
to create the model in the R programming language. With this model, it is possible to forecast the likelihood
of armed conflict in the future by adding new fragility data.

As explained in detail in the research methodology review, graphical evaluations and model goodness‐of‐fit
tests are conducted to assess the model’s accuracy. After these tests, it can be concluded that the model is
appropriate. The logistic regression model has been improved with these tests and methods to enhance the
goodness of fit. It has an 86.42% explanatory power, as indicated by the AUC value, using only four of the 12
fragility indicators. Upon analyzing the forecasting performance of the final logistic regression model, it was
observed that themodel forecasts the category “0” (representing “no armed conflict”) in the forecasted country
with better efficacy. At the same time, it obtains relatively unsuccessful results in category “1” (representing
“armed conflict will occur”) in the forecasted country.

The final logistic regression model for forecasting armed conflict uses “security apparatus” (C1.Median),
“economic decline” (E1.Median), “human flight and brain drain” (E3.Median), and “demographic pressure”
(S1.Median) as sub‐indicators of fragility. Other indicators are not included due to multicollinearity,
negatively affecting overall performance. The sub‐indicators impact each other when forecasting an armed
conflict. Hence, the adjustment was implemented in the logistic regression model. The four selected
indicators (out of the 12 sub‐indicators) significantly affected the occurrence of armed conflict. However, it
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would be a mistake to assume that the excluded indicators do not affect the occurrence of armed conflict.
The identified indicators are just the most successful ones in explaining the model. Adding more indicators
to the model may make it more complex and reduce its forecast power.

The R programming language was used to create a logistic regression model that can forecast whether an
armed conflict will occur in a country as “armed conflict occurs” and “armed conflict does not occur,” with the
representation of “1” and “0.” As a result of the fit tests for model suitability, it was concluded that the model
had an 86% explanatory value and was successful based on this value.

According to the evaluation of themodel’s forecasting performance, themodel correctly forecasted 105 out of
120 values for the category “0,” representing “armed conflict does not occur.” In comparison, it could correctly
forecast only 32 out of 57 values for the category “1,” representing “armed conflict occurs.” Based on these
results, when the overall forecasting accuracy of the model is evaluated for a total of 177 countries, it can be
assessed that the model is quite successful in the “0” category with a correct forecasting rate of around 95%
and relatively unsuccessful in the “1” category with an accurate forecasting rate of about 56%. It is forecasted
that this difference in performance between categories is because the available data is limited to only 16 years
and that better performance results can be achieved with increased data over the years. In addition, since the
number of countries with armed conflicts is considerably lower than the number of countries without armed
conflicts in the distribution of the available data, it is determined that more data is needed to make more
successful forecasts in both categories.

In social sciences, many models that utilize data science are used due to the increasing amount of data.
However, most of these are linear and explanatory models aiming to determine the relationship between
variables. Non‐linear models that aim to forecast are generally used in limited areas, such as forecasting
election results (Grimmer et al., 2021, p. 398). The binary logistic regression model created in this research
includes a method rarely used in the field of social sciences in terms of using data science to forecast
categorical data. The study is expected to constitute a starting point for the models to be created since it can
create a model with the R programming language that forecasts the occurrence of armed conflict in a
country with poverty and fragility data. To improve the model, it would be helpful to increase the amount of
data over the years and add new independent variables to explain the outbreak of conflict better.

By transferring the median values of the fragility data between 2016 and 2022 to the model, countries with
a high probability of armed conflict between 2022 and 2032 were identified. Based on this calculation made
with the model, it is forecasted that 43 of the 177 countries included in the calculation worldwide may
experience internal armed conflict between 2022 and 2032. Note that these results are statistical
calculations. Although it is impossible to make a concise judgment, it would be helpful to consider it as a risk
assessment for the specified countries. As a result of the calculation made with the logistic regression model,
the countries with a high risk of armed conflict between 2022 and 2032, according to the values of fragility
indicators in the specified countries, are indicated in Table 5.
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Table 5. Countries at high risk of armed conflict between 2022 and 2032, according to the model.

Afghanistan Angola Bangladesh
Burkina Faso Burundi Cameroon
Central African Republic Chad Democratic Republic of Congo
Ivory Coast El Salvador Eritrea
Ethiopia Guatemala Guinea
Guinea Bissau Haiti India
Indonesia Iraq Kenya
Madagascar Mali Mexico
Mozambique Myanmar Nepal
Niger Nigeria Pakistan
Papua New Guinea Peru Philippines
Somalia South Sudan Sudan
Syria Tanzania Thailand
East Timor Uganda Yemen
Zimbabwe

Acknowledgments
This article is based on the PhD thesis of Çağlar Akar, submitted to Kocaeli University in July 2022. The thesis is
titled TheRelationBetweenMultidimensional Poverty andArmedConflict: PredictionModelwith Logistic Regression
Analysis (Çok Boyutlu Yoksulluk ve Silahlı Çatışma İlişkisi: Lojistik Regresyon ile Tahmin Modeli Oluşturulması) and
was supervised by Doğa Başar Sarıipek and Gökçe Cerev.

Funding
The authors funded this article by themselves.

Conflict of Interests
The authors declare no conflict of interest.

Data Availability
This article’s Fragile State Index data has been derived from the official website of the open‐source Fragile
State Index, which is available online at https://fragilestatesindex.org/indicators

Intrastate armed conflict data in this article is derived from the open‐source ACLED official website, which is
available at https://acleddata.com/data

References
Abbas, H. S. M., Xu, X., & Sun, C. (2023). Dynamics of group grievances from a global cohesion perspective.

Socio‐Economic Planning Sciences, 87, Article 101606. https://doi.org/10.1016/j.seps.2023.101606
ACLED. (2024). Data export tool (Date last updated: 3 February) [Data set]. https://acleddata.com/data‐export‐
tool

Allison, P. D. (2014). Measures of fit for logistic regression (Paper 1485–2014). SAS Global Forum. https://
support.sas.com/resources/papers/proceedings14/1485‐2014.pdf

Social Inclusion • 2024 • Volume 12 • Article 8396 16

https://www.cogitatiopress.com
https://fragilestatesindex.org/indicators
https://acleddata.com/data
https://doi.org/10.1016/j.seps.2023.101606
https://acleddata.com/data-export-tool
https://acleddata.com/data-export-tool
https://support.sas.com/resources/papers/proceedings14/1485-2014.pdf
https://support.sas.com/resources/papers/proceedings14/1485-2014.pdf


Alpar, R. (2013). Uygulamali Çok Değişkenli İstatistiksel Yöntemler. Detay Yayıncılık.
Bartlett, J. (2014, February 8). R squared in logistic regression. The StatsGeek. https://thestatsgeek.com/2014/
02/08/r‐squared‐in‐logistic‐regression

Bobbitt, Z. (2020, November 25). How to interpret a scale‐location plot (with examples). Statology. https://
www.statology.org/scale‐location‐plot

Bulut, H. (2018). R Uygulamaları ile Çok Değişkenli İstatistiksel Yöntemler. Nobel Yayıncılık.
Cederman, L. E., Wimmer, A., & Min, B. (2010). Why do ethnic groups rebel? New data and analysis. World

Politics, 62(1), 87–119. https://doi.org/10.1017/S0043887109990219
Cockayne, J., Mikulaschek, C., & Perry, C. (2010). The United Nations Security Council and civil war: First insights

from a new dataset. International Peace Institute.
Collier, P., & Hoeffler, A. (2006). Military expenditure in post‐conflict societies. Economics of Governance, 7,
89–107. https://doi.org/10.1007/s10101‐004‐0091‐9

El Khouli, R. H., Macura, K. J., Barker, P. B., Habba,M. R., Jacobs, M. A., & Bluemke, D. A. (2009). Relationship of
temporal resolution to diagnostic performance for dynamic contrast‐enhanced MRI of the breast. Journal
of Magnetic Resonance Imaging, 30(5), 999–1004. https://doi.org/10.1002/jmri.21947

Fearon, J. D., & Laitin, D. D. (2003). Ethnicity, insurgency, and civil war. American Political Science Review, 97(1),
75–90.

Fund for Peace. (n.d.). Indicators | Fragile States Index [Data set]. https://fragilestatesindex.org/indicators
Goodhand, J. (2001). Violent conflict, poverty, and chronic poverty. SSRN. https://doi.org/10.2139/ssrn.
1754535

Grimmer, J., Roberts, M. E., & Stewart, B. M. (2021). Machine learning for social science: An agnostic
approach. Annual Review of Political Science, 24, 395–419. https://doi.org/10.1146/annurev‐polisci‐
053119‐015921

Justino, P. (2011). Violent conflict and human capital accumulation. Households in Conflict Network.
Kassambara, A. (2017).Machine learning essentials: Practical guide in R. STHDA.
Kasza, J. (2015). Stata tip 125: Binned residual plots for assessing the fit of regression models for binary
outcomes. The Stata Journal, 15(2), 599–604.

Lindemann, S., &Wimmer, A. (2018). Repression and refuge:Why only some politically excluded ethnic groups
rebel. Journal of Peace Research, 55(3), 305–319. https://doi.org/10.1177/0022343317747337

Loayza, N., Knight, M., & Villanueva, D. (1999). The peace dividend: Military spending cuts and economic growth.
The World Bank.

McHugh, M. L. (2012). Interrater reliability: The kappa statistic. Biochemia Medica, 22(3), 276–282.
Moreno, A. (2019, March 29). The scale location plot: Interpretation in R. Boostedml. https://boostedml.com/
2019/03/linear‐regression‐plots‐scale‐location‐plot.html

Oxford Poverty and Human Development Institute (2023). Global Multidimensional Poverty Index 2023—
Unstacking global poverty: Data for high impact action. https://reliefweb.int/report/world/global‐
multidimensional‐poverty‐index‐2023‐unstacking‐global‐poverty‐data‐high‐impact‐action?gad_source=
1&gclid=Cj0KCQjwkdO0BhDxARIsANkNcrdWjqoTdHptkI1HkAy321w7ERFqqqBg9oQPwgZ6KwbdSwjw
X6gZzf8aAnM2EALw_wcB

Pennsylvania State University. (2018). 10.4—Multicollinearity | STAT 462. https://online.stat.psu.edu/stat462/
node/177

Sen, A. (2011). The idea of justice. Belknap Press.
Stewart, F., & FitzGerald, V. (2000). The costs of war in poor countries: Conclusions and policy
recommendations. In F. Stewart & V. FitzGerald (Eds.),War and underdevelopment—Volume 1: The economic

Social Inclusion • 2024 • Volume 12 • Article 8396 17

https://www.cogitatiopress.com
https://thestatsgeek.com/2014/02/08/r-squared-in-logistic-regression
https://thestatsgeek.com/2014/02/08/r-squared-in-logistic-regression
https://www.statology.org/scale-location-plot
https://www.statology.org/scale-location-plot
https://doi.org/10.1017/S0043887109990219
https://doi.org/10.1007/s10101-004-0091-9
https://doi.org/10.1002/jmri.21947
https://fragilestatesindex.org/indicators
https://doi.org/10.2139/ssrn.1754535
https://doi.org/10.2139/ssrn.1754535
https://doi.org/10.1146/annurev-polisci-053119-015921
https://doi.org/10.1146/annurev-polisci-053119-015921
https://doi.org/10.1177/0022343317747337
https://boostedml.com/2019/03/linear-regression-plots-scale-location-plot.html
https://boostedml.com/2019/03/linear-regression-plots-scale-location-plot.html
https://reliefweb.int/report/world/global-multidimensional-poverty-index-2023-unstacking-global-poverty-data-high-impact-action?gad_source=1&gclid=Cj0KCQjwkdO0BhDxARIsANkNcrdWjqoTdHptkI1HkAy321w7ERFqqqBg9oQPwgZ6KwbdSwjwX6gZzf8aAnM2EALw_wcB
https://reliefweb.int/report/world/global-multidimensional-poverty-index-2023-unstacking-global-poverty-data-high-impact-action?gad_source=1&gclid=Cj0KCQjwkdO0BhDxARIsANkNcrdWjqoTdHptkI1HkAy321w7ERFqqqBg9oQPwgZ6KwbdSwjwX6gZzf8aAnM2EALw_wcB
https://reliefweb.int/report/world/global-multidimensional-poverty-index-2023-unstacking-global-poverty-data-high-impact-action?gad_source=1&gclid=Cj0KCQjwkdO0BhDxARIsANkNcrdWjqoTdHptkI1HkAy321w7ERFqqqBg9oQPwgZ6KwbdSwjwX6gZzf8aAnM2EALw_wcB
https://reliefweb.int/report/world/global-multidimensional-poverty-index-2023-unstacking-global-poverty-data-high-impact-action?gad_source=1&gclid=Cj0KCQjwkdO0BhDxARIsANkNcrdWjqoTdHptkI1HkAy321w7ERFqqqBg9oQPwgZ6KwbdSwjwX6gZzf8aAnM2EALw_wcB
https://online.stat.psu.edu/stat462/node/177
https://online.stat.psu.edu/stat462/node/177


and social consequences of conflict (pp. 225–245). Oxford University Press. https://doi.org/10.1093/acprof:
oso/9780199241866.003.0009

United Nations Development Programme. (2005). Human development report 2005.

About the Authors

Çağlar Akar served in the Turkishmilitary for 17 years, leading troops in Afghanistan, Bosnia
and Herzegovina, Syria, and various multinational environments. He earned a master’s
degree atMarine CorpsUniversity in theUSA in 2011, a secondmaster’s degree at Coventry
University in the UK in 2015 with the Jean Monnet Scholarship, and a PhD at Kocaeli
University in Turkey in 2022. His research areas include military science, social science,
poverty studies, machine learning, and big data. Additionally, he worked as a UnitedNations
consultant for six months in the Black Sea Grain Initiative in 2023. Currently, Çağlar Akar is
employed as a lecturer at Istanbul Okan University.

Doğa Başar Sariipek (PhD) completed his bachelor’s and master’s degrees in labor
economics and industrial relations, followed by a PhD in social policy at Kocaeli
University. His postdoctoral research at the University of Bath, UK, focused on exploring
the relationship between the sociology of religion and social protection. Sariipek’s
primary research interests encompass social justice, social protection, rights‐based and
philanthropy‐based social policy, and welfare theory. He is an associate professor at Kocaeli
University within the Faculty of Political Sciences, specifically in the Department of Labor
Economics and Industrial Relations.

Gökçe Cerev (PhD) completed his undergraduate and master’s degrees at Anadolu
University and Sakarya University, respectively, before earning his doctorate from Sakarya
University’s Department of Labor Economics and Industrial Relations in 2013. Presently,
he serves as a faculty member at Kocaeli University, specializing in industrial relations,
occupational health and safety, and employment policies.

Social Inclusion • 2024 • Volume 12 • Article 8396 18

https://www.cogitatiopress.com
https://doi.org/10.1093/acprof:oso/9780199241866.003.0009
https://doi.org/10.1093/acprof:oso/9780199241866.003.0009

	1 Introduction
	2 Poverty and Armed Conflict Relationship
	3 Research Methodology
	4 Results
	4.1 Tests for Model Fitness
	4.2 Tests for Forecasting Performance of the Model

	5 Discussions and Conclusions

