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Abstract
The replication crisis has highlighted the importance of reproducibility and replicability in the social and
behavioral sciences, including in communication research. While there have been some discussions of and
studies on replications in communication research, the extent of this work is significantly lower than in
psychology. The key reasons for this limitation are the differences between the disciplines in the topics
commonly studied and in the methods and data commonly used in communication research. Communication
research often investigates dynamic topics and uses methods (e.g., content analysis) and data types (e.g.,
media content and social media data) that are not used, or, at least, are much less frequently used, in other
fields. These specific characteristics of communication research must be considered and require a more
nuanced understanding of reproducibility and replicability. This thematic issue includes commentaries
presenting different perspectives, as well as methodological and empirical work investigating the
reproducibility and replicability of a wide range of communication research, including surveys, experiments,
systematic literature reviews, and studies that involve social media or audio data. The articles in this issue
acknowledge the diversity and unique features of communication research and present various ways of
improving its reproducibility and replicability, as well as our understanding thereof.

Keywords
communication research; meta‐science; open science; replicability; reproducibility

Scientific progress is based on the premise that the generation of knowledge is cumulative and that science
is self‐correcting. To ensure that scientific research is cumulative and self‐correcting, the reproducibility and
replicability of empirical research play key roles. The replicability of research, especially in the social and
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behavioral sciences, has become a topic of raised academic but also public interest with the dawn of the
so‐called “replication crisis” in the early 2010s, sparked by failed attempts at systematically replicating
several seminal findings in psychology. Subsequently, similarly low replication rates have also emerged in
other disciplines, including more broadly in the social sciences (Camerer et al., 2018).

Replicability has multiple definitions. The glossary of the Framework for Open and Reproducible Research
Trainin, hence, describes it as “an umbrella term, used differently across fields” (Parsons et al., 2022).
A common definition that we also use in this article is that of The Turing Way Community (2022): “A result is
replicable when the same analysis performed on different datasets produces qualitatively similar answers.”
Notably, there are different types of replications. A common distinction is between a direct or exact
replication and a conceptual replication. According to Shrout and Rodgers (2018), “a direct or exact
replication is a new study that employs the same procedure, materials, measures, and study population as
the original study,” and “a conceptual replication is intentionally different from a direct replication and is
designed to assess [the] generalizability, as well as [the] veracity, of a result” (p. 492). Replication differs from
reproduction, which means that “the same analysis steps performed on the same dataset consistently
[produce] the same answer” (The Turing Way Community, 2022). In the wake of the replication crisis,
researchers have also started to discuss and assess reproducibility. Although all research should, ideally, at
least be reproducible, empirical investigations in the social and behavioral sciences have revealed that
substantial parts of published research are not reproducible (see, e.g., Artner et al., 2021) and that the main
reasons for this are a lack of shared data and code as well as errors in code execution, and insufficient
documentation (Hardwicke et al., 2020; Krähmer et al., 2023; Trisovic et al., 2022).

Replicability has also been discussed in communication research, with initial studies on this subject dating
back to several decades before the onset of the current replication crisis (Kelly et al., 1979). Following the
identification and assessment of the replication crisis in psychology and other disciplines, in 2018, the
journal Communication Studies published a Special Issue for Replications, collecting a series of nine
replication studies from different subfields of communication research (volume 69, issue 3). However,
despite these and similar singular efforts, such as the Open Science theme for the 2020 Annual Conference
of the International Communication Association or a subsequent issue in the Journal of Communication
(volume 71, issue 5), what McEwan et al. (2018) wrote in their editorial for the aforementioned special issue
is still true: that “direct replications…are few and far between” (p. 236). McEwan et al. also pointed out the
following important reasons for this observation: “engaging in replications is often undervalued” and
“replication studies can be difficult to publish” (p. 325).

Notably, these challenges are not unique to communication science. However, in communication science,
unlike in psychology, the replication crisis has not led to large‐scale replication efforts or substantial cultural
changes in the ways research is conducted and in the requirements it should meet. This is partly because
the replication crisis originated in psychology, but this reason cannot fully explain the differences between
psychology and communication science in dealing with questions of replicability. Three aspects that play a
major role in this regard are the (a) methods and (b) data types that are commonly used in these fields, as
well as the (c) topics that are studied in communication research. Although there are some overlaps in the
methods and data types used in psychology and communication (e.g., experiments and self‐reports, which are
widely used in psychology, are also widely used in communication research), communication researchers also
widely employ other methods and data types, such as content analyses, qualitative interviews, media content,
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or social media data. This has implications for the nature and relevance of replications not only at the practical
level but also at the conceptual level.

Notably, the distinction between reproduction and replication is less clear in communication research than
in other fields. For example, numerous communication studies have used X (formerly Twitter) data collected
via the platform’s application programming interface (API). This API used to be freely and easily usable for
academic research, but its terms of service allowed only the sharing of post IDs (not the full texts). Over time,
if one were to use shared post IDs to recollect the original data (a process known as rehydration) in order
to run the same analyses as in the original study, some posts and accounts might have already been deleted.
In addition, API features might have already changed. Thus, the data will likely be different. Does this then
constitute a reproduction or a replication?

Apart from this conceptual question of what replicability and reproducibility mean in and for communication
research, another important question is when to expect reproducibility and/or replicability in communication
research. To give yet another example, in content analyses of news reports at a specific time and on a
specific topic, the findings might not be expected to be replicated in empirical efforts conducted on the
same topic but several years later or in a different country. This contextual dependency of replicability
in communication research starkly contrasts with the case in, for example, large parts of psychology,
where successful replications are considered crucial estimates of the robustness and generalizability of
research findings.

Aside from conceptual questions on reproducibility and replicability in communication research, there are also
empirical questions. These empirical questions are related to (a) the prevalence and degree of reproducibility
and replicability and (b) the ways of facilitating and improving reproductions and reproducibility, as well as
replications and replicability. However, answering such questions requires conducting actual reproductions
and replications, as well as systematic assessments of research practices in the field, and how they can affect
reproducibility and replicability. As noted before, the three main factors that set communication research
apart from other disciplines and are important to consider when answering conceptual as well as empirical
questions related to reproducibility and replicability are: (a) the topics studied in communication research,
(b) the methods employed in communication research, and (c) the various types of data that are used by
communication scholars.

A key defining feature of many of the topics that are studied in communication research is their dynamic and,
in part, also transient nature. Media content, technology, platforms, and usage patterns often undergo rapid
transformations. In addition, studies regularly consider topics from current events. Accordingly, unlike studies
in psychology that aim to understand the essential or universal mechanisms of human cognition and behavior,
for large parts of communication research, cultural and/or temporal differences are expected to strongly affect
study outcomes and, thus, to limit replicability.

Although communication research widely uses methods that are also used in other areas of the social and
behavioral sciences, such as surveys, experiments, and interviews, one method is originally associated with
the discipline: content analysis. Content analyses in communication research often investigates media
content and thereby looks at timely topics, such as news reporting. Another more recent methodological
development in communication research is the increasing use of computational methods, especially within
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the growing subfield of computational communication science (see van Atteveldt & Peng, 2018). The use of
machine learning algorithms, natural language processing techniques, and network analysis introduces new
challenges for reproducibility and replicability, as these methods often involve probabilistic procedures and
require documentation of additional steps and decisions, such as data preprocessing or parameter (and, in
the case of machine learning, also hyperparameter) selection.

As for the methods, there are some overlaps between communication research and other fields in the social
and behavioral sciences with regard to data types. Many studies rely on self‐report data, which are typically
gathered via surveys, interviews, or questionnaires in experimental studies. However, some data types are
much more widely used in communication research, such as media content and social media data. In general,
much of communication research draws upon data governed by platform‐specific terms of service,
proprietary content, or individual‐level data that are subject to privacy concerns. This limits the capacity for
data sharing due to privacy and copyright regulations (Davidson et al., 2023; van Atteveldt et al., 2020) and,
thus can reduce reproducibility.

Overall, the special features of communication research necessitate a more nuanced perspective on
reproducibility and replicability. Instead of asking only how reproducible or replicable communication
research is, we should also ask what kinds of reproduction and replication are possible and informative, and
what is needed to enable or facilitate different kinds of reproduction and replication. For example, in their
analysis of communication science studies published between 2007 and 2016, Keating and Totzkay (2019)
found that conceptual replications are much more common than direct replications. Considering the topics,
methods, and data types that are often used in communication research, conceptual replications may
generally be more appropriate than direct or exact replications. Another type of replication that may be
particularly suitable for communication science is prospective replication, in which researchers plan “a series
of replication studies that may occur simultaneously or at different times” (Steiner et al., 2019, p. 281).
A helpful clarification question in addition to what type of replication is being pursued is what steps (or parts
thereof) should be reproduced or replicated at all: data collection, its processing, the analysis, or the
compilation and interpretation of results.

The eight articles included in this thematic issue reflect the breadth and complexity of replicability and
reproducibility in communication research and address different conceptual, methodological, and empirical
questions in various ways. In particular, this thematic issue combines three replication studies, three
methodological articles, and two commentaries.

Knöpfle and Schatto‐Eckrodt (2024), in their combined reproduction and replication study, empirically assess
the challenges in working with social media data, in this case, with data from X. Although the findings from the
original study could largely be reproduced using the same data, in the replication attempt, only slightly more
than half of the posts could be recollected,which led to substantial differences in the results. Dubèl et al. (2024)
also replicate a previous study that found that viewers are more aroused by negative than positive news, by
conducting a laboratory study that combined physiological measures with self‐reports. They also extend the
result of the previous study by repeating the study in another country and using additional measures.

Adopting a methodological perspective, Lukito et al. (2024) present their study on the implications of tool
choice and preprocessing of audio data for the reproducibility and replicability of studies that use this data
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type. Although they found that the tools they tested provided accurate automated transcriptions, they note
subtle yet significant differences between tools that could also impact reproducibility and replicability. Rogge
et al. (2024) propose a standardized sampling method as a way of ensuring reproducibility and replicability for
systematic literature reviews. Their method represents a structuredmultistage approach that can complement
and extend existing guidelines for systematic literature reviews. The article of Vermeulen et al. (2024) offers a
conceptual and practical exploration of direct replication in experimental communication science. They argue
that replication studies in communication research almost always require the adaptation of at least some parts
of the original design, extend existing replication typologies by adding the dimension of the motivation behind
a replication study, and provide recommendations for replicators.

Xu and Zhang (2024) replicated and extended an earlier survey study on data‐sharing practices among
psychologists with a sample of Chinese communication scholars. Building on the theory of planned behavior,
they find that various factors, including perceived risks and benefits, subjective norms, and pressure from
journals, influence attitudes toward data sharing. Based on their findings, they present practical suggestions
for improving research practices that can facilitate reproduction and replication in communication research.
In his commentary, Ivory (2024) illustrates the urgent implications of the replication crisis for communication
research. Acknowledging different perspectives on issues related to reproducibility and replicability and
potential solutions, his discussion focuses on the dimensions of responsibility to the public, stewardship of
resources, and membership in a community of scholars. Finally, in another commentary, Bowman (2024)
stresses the continued need for replications in communication research. He reflects on key issues and recent
developments and discusses replication as a key element of postpositivist approaches.

We find the collection of articles in this thematic issue, taken together, not only insightful but also highly
representative of the breadth of perspectives and challenges pertaining to reproducibility and replicability in
communication research.Webelieve that the different contributions in this issue can help in arriving at a better
understanding of the nature and relevance of reproducibility and replicability in communication research, as
well as of potential challenges and ways to address those.
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Abstract
Replication studies in computational communication science (CCS) play a vital role in upholding research
validity, ensuring reliability, and promoting transparency. However, conducting such studies in CCS often
proves challenging due to the data environments’ dynamic nature and the complexities surrounding data and
software sharing. To shed light on these challenges, we examine the replication process with CCS studies by
computationally reproducing and replicating Schatto‐Eckrodt et al.’s (2020) computational analysis of the X
(formerly Twitter) debate about the term “gaming disorder” being added to the International Classification of
Diseases 11. Our results indicate a reproduction success rate of 88.46% of the original findings. Replicating
the analysis presents several obstacles, particularly in data access and availability. Five years after the
original data collection, we were able to recollect only 55.08% of the initial sample, primarily due to user and
platform activities, including account deletions, user suspensions, and privacy settings. Our reproduction
and replication efforts revealed intricate challenges in conducting CCS research, particularly concerning data
access and third‐party platforms. To enhance replication in CCS, we emphasize the crucial role of data
sharing, increased transparency, extensive documentation, and regulatory processes. Thus, our analysis
underscores replications’ critical role in enhancing CCS research validity and reliability.

Keywords
computational communication science; replicability; replication; reproducibility; Twitter

1. Introduction

Replication studies play a critical role in scientific research, functioning as a litmus test of research findings’
validity and reliability. Their significance cannot be underestimated in their contribution to promoting
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transparency (Munafò et al., 2017) and fostering trust in empirical results (Rosenthal, 1991). Replications
should be viewed as a social science principle because they strengthen the foundation of rigorous and
verifiable research, fortifying empirical findings’ validity and reliability (Benoit & Holbert, 2008).
In meta‐science, the concepts of reproduction and replication play pivotal roles in assessing scientific
research reliability and robustness. Conducting a reproduction involves faithfully recreating a study’s original
conditions, methodologies, and analyses, including the acquisition of original data, to verify whether the
same or quantitatively similar results can be obtained. Thus, reproduction concerns verifying the original
study’s validity and reliability (National Academies of Sciences, Engineering, and Medicine, 2019). However,
replication entails conducting a novel study that makes variations to the original study’s parameters
(e.g., methodology, context, sample populations, etc.) to investigate the initial results’ generalizability and
robustness (National Academies of Sciences, Engineering, and Medicine, 2019). Replications can span a
continuum of methodological resemblance to an initial study (LeBel et al., 2017; Machery, 2020).
For example, a direct replication, characterized by high methodological similarity to the original study,
involves reiterating the latter using methods as closely aligned with the original as reasonably possible.
The goal is to anticipate consistent results based on current understanding of the phenomenon (Nosek et al.,
2012). Conversely, conceptual replications can be used as experimental procedures designed to assess
generalizability and veracity by varying a study’s selected operational characteristics, such as omitting or
including certain variables (Hendrick, 1990). In communication science, conceptual replications are more
common than direct replications (Keating & Totzkay, 2019).

Nevertheless, the pursuit of replication and reproduction studies entails overcoming multiple barriers, such
as (technical) resource constraints and complex research designs (Peng, 2011). This is particularly true in the
field of computational communication science (CCS), in which researchers regularly face delicate and
complex data environments and experimental contexts (van Atteveldt & Peng, 2018). CCS researchers also
face multiple obstacles when it comes to conducting replications, e.g., working with personal or sensitive
data, dealing with copyright restrictions, and relying on third‐party social media platform data. Researchers
in the CCS field commonly lack control over the data they work with, as they lack authority over generation
of analyzed data, e.g., setting up or documenting experimental data collection protocols. In the replicability
context, this means that while reacquiring experimental data for replication studies involves reproducing
original experimental conditions to collect new empirical observations, reacquisition of content data is a very
different endeavor. Content data, particularly in the case of social media data, is primarily not designed for
research purposes and is inherently subject to algorithmic confounding (e.g., algorithmic opacity, data
sampling biases, etc.), i.e., beyond researchers’ control (Haim, 2023). Such data are made accessible to both
developers and researchers as a byproduct of the data’s inherent availability within the platform’s framework
(Bruns, 2019). Consequently, most content data are not intentionally structured for seamless replication
(Davidson et al., 2023). Thus, CCS researchers are subject to stringent constraints imposed by technical
restrictions, as well as terms of service imposed by platform providers to control access to and distribution
of their data (Puschmann, 2019). These technical restrictions create significant barriers to sharing platform
data with potential replicators, presenting a notable challenge because data access frequently functions
as an essential prerequisite for successful reproduction and replication of a scientific analysis (Peng &
Hicks, 2021).

Large social media platforms, such as X and Reddit, have become staple suppliers of data for CCS
researchers (van Atteveldt & Peng, 2018). However, this dependence on third‐party platform providers
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introduces significant challenges to achieving replication success (Davidson et al., 2023), particularly in the
contemporary “post‐API” (application programming interfaces) era, in which researchers face heightened
difficulties in accessing data from social media platforms (Tromble, 2021). Re‐collecting a study’s original
data is a necessary and pivotal step in the reproduction and replication process, thereby eliciting the
question of to what extent reproductions and replications of social media analyses remain feasible in the
current platform ecosystem. Our analysis investigates this by conducting a reproduction and replication of
an analysis by Schatto‐Eckrodt et al. (2020), who investigated discourse on the X platform concerning the
introduction of the term “gaming disorder” into the International Classification of Diseases 11 (ICD‐11).
We reproduce the original analysis by reconducting the original analysis on Schatto‐Eckrodt et al.’s data.
A reproduction to us denotes researchers’ capacity to re‐execute or re‐implement the same computational
analyses and yield results that are quantitatively identical (Christensen & Miguel, 2018; Cohen‐Boulakia
et al., 2017; Peng, 2011). In the second step, we conduct a direct replication with rehydrated data from the
original analysis. Our replication approach is to re‐collect Schatto‐Eckrodt et al.’s data on the X platform and
conduct an identical analysis to verify to what extent a replication of original results is possible using today’s
data. The concepts of reproducibility and replicability are intertwined in our study. While we have access to
the initial data and code necessary for our reproduction, for our replication, we must re‐collect the data from
the X platform. If the original authors had not provided us with their data, our reproduction approach would
have necessitated a similar data re‐collection procedure. Consequently, our replication also can be
understood as a computational reproduction scenario comprising a situation in which the data are not
initially accessible to the reproduction team. Thus, our insights into the re‐collection of social media platform
data are applicable to both replication and reproduction scenarios, providing additional valuable
considerations for situations in which the reproduction team must recollect the original study’s data in
today’s context. In our study, our objective is to shed light on the intricacies and challenges associated with
conducting replication and reproduction studies in the CCS field, particularly in the contexts of data access
and third‐party platform providers, as Freiling et al. (2021) and Davidson et al. (2023) highlighted.
We showcase unique obstacles that CCS researchers face and underscore recent API restrictions and cost
increases’ implications for replication analyses’ feasibility.

2. Methodology

2.1. Reproduction: Data Collection and Analytical Strategy

In many cases, replicating scientific studies proves challenging due to research designs’ complexities. As a
result, reproduction has become the prevalent standard for evaluating scientific claims’ credibility and
significance (Peng, 2011; Peng & Hicks, 2021). Nevertheless, reproduction often suffers from constraints
analogous to conducting replication analyses. One crucial step behind every reproduction is the
reacquisition of the data from the original study. Overstating data sharing’s importance is difficult because
replicators benefit significantly when they can access data. Unfortunately, in most cases, the original study’s
researchers often have little incentive to share their data, e.g., sharing their materials can incur technical
expenses (Longo & Drazen, 2016), and they may be under legal restrictions that prohibit them from
disclosing their data (Rosenberg et al., 2020). If a study’s original data are not available to reproducers, initial
sample data from the original study must be re‐collected, which frequently involves substantial initial
expenditures, offering limited prospects for the reproducer, as exact recollection of primary data is not
guaranteed. The latter is particularly problematic when reproducing content data analyses on social media
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platforms, where users and providers constantly generate, edit, and/or remove content. Moreover, most
social media platforms, such as X, generally prohibit public sharing of user‐level data obtained from the
platform in their developer agreements. For our reproduction, we acquired the primary data set directly from
the original authors, allowing us to compare the re‐queried data with the original data. Considering that our
study utilizes components from prior research—including code, data, and documentation—to reproduce
initial findings, we classified our investigation as a computational reproduction (Ziemann et al., 2023), which
differs from other types of reproducibility, such as analytical reproducibility (Hardwicke et al., 2018), also
known as recreated reproducibility (Dreber & Johannesson, 2023), in which the goal is to reproduce an
original study’s findings based on information and documentation provided in the original article without
access to the raw or processed data.

Notably, even though no shortage of resources exists for promoting reproducible research practices (Alston
& Rick, 2021; Munafò et al., 2017; Stodden et al., 2014), no standardized templates or structured guidelines
to date exist for documenting systematic reproduction of a computational social science article.
Our approach aimed to address this gap using a simple methodology: We started by cataloging all critical
empirical claims, including text passages and visual elements, from Schatto‐Eckrodt et al., and setting out to
reproduce these claims using the data and code that the original authors provided. This comparative analysis
allowed us to verify each claim’s accuracy on a granular level systematically, which facilitated the assessment
of reproduction success. We viewed a reproduction as “successful” when we could reproduce the original
result quantitatively, ensuring that it aligns with the claim presented in the original research. Notably,
different standards are used to assess a reproduction’s success rate, e.g., the exact quantitative agreement
of results, margin of error (i.e., whether the reproduction results in a predefined range or margin of
deviation), or by comparing statistical measures’ (e.g., coefficient signs, confidence intervals, and/or
hypothesis decisions) congruence. We chose the exact quantitative agreement of results, as it is the strictest
criterion for assessing reproduction success. We allowed for minor code modifications to accommodate
changes in software and dependencies over time, ensuring that the research remains adaptable and relevant.

2.2. Data Collection Replication Strategy

The Schatto‐Eckrodt et al. data set was obtained originally by querying a database generated from the
Decahose X API for gaming‐disorder‐related search terms. The Decahose API provides access to a 10%
random sample of all public posts. Our study goal was to analyze to what extent we could replicate the data
set with the data available today, so we aimed to re‐collect the data under today’s X access opportunities.
Unfortunately, the Decahose API currently is limited to enterprise‐level users, rendering it unavailable for
our data collection purposes.

This left us with two viable data collection options: The first approach entailed reinitiating the identical
search query applied to the Decahose data set on the X API. Subsequently, all posts and their associated
information were collected accordingly. However, current X API access solutions have certain limitations,
particularly when conducting queries encompassing wide‐ranging terms, such as “gaming/games” and
“disorder,” as in our case. Open‐ended, extensive queries swiftly deplete the allocated monthly post query
limit, rendering the process time‐consuming and costly. For this project, we adopted an alternative strategy.
A “loophole” for researchers is to share each post IDs in their initial sample such that replicators selectively
can re‐query these exact posts at the API, a process also known as rehydration. This gives us precise
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knowledge about what specific information to request from the X API. Under current API circumstances,
this allows for the most resource‐efficient data collection. Moreover, the rehydration approach is well‐suited
for projects with a clearly defined event timeline because the chance of “missing out” on additional data
outside of the primary sample is minimal when an analysis has a fixed scope and time frame. To sum up,
rehydration emerged as the most cost‐effective and pragmatic choice for our replication under current X
access model restrictions. Notably, none of the approaches guaranteed that the initial data set could be fully
re‐collected in its original form.

3. Reproduction of Original Findings

3.1. Reproduction Setup and Computational Environment

The reproduction process was conducted in both the original computational environment (as documented in
Schatto‐Eckrodt et al.; Supplementary File A) and a contemporary updated environment (see our software
bibliography in the Supplementary Material or our Open Science Framework [OSF] repository), with all
R programming language dependencies updated to their latest versions. Schatto‐Eckrodt et al. provided the
computational environment and analysis code in an OSF project. The shared materials comprised individual
files for each analysis, a README file with usage instructions, an R session info file, and all shareable data
compliant with X’s terms of service. For more detailed recommendations on how to make computational
communication research more reproducible and accessible, see van Atteveldt et al. (2019). By reproducing
the study in the original computational environment, we ensured that the results were consistent with the
conditions under which the original findings were generated. Simultaneously, the examination in the
updated environment ensured that the research would remain adaptable and relevant in the face of evolving
open‐source software landscapes. The reproduction was executed using the statistical programming
language R (Version 4.0.0 in the original environment and Version 4.3.1 in the updated environment) in July
and September 2023. Tim Schatto‐Eckrodt was part of the original study, and his participation in the
reproduction presented a conflict of interest, so Philipp Knöpfle conducted all reproduction activities
and evaluations.

3.2. Reproduction Evaluation

In our computational reproduction, we identified 26 empirical claims in the original paper overall, including
text passages, figures, and tables. We successfully reproduced 23, an 88.46% reproduction success rate.
All tables from the original study were reproduced. Notably, minor challenges emerged during the
reproduction of Figures 2 and 3 from the original article due to the deterministic reproducibility requirement
for network illustration methods, which requires setting a seed, i.e., an aspect overlooked in the original
script. To address this issue in future analyses, it is recommended that a seed be determined for illustration
methods, incorporating a randomness component to ensure consistent and reproducible visualizations.
Furthermore, one 𝑡‐test statistic, as documented on page 211 of Schatto‐Eckrodt et al., could not be
recalculated in our reproduction. However, this non‐execution did not alter the test outcome’s results
substantially and was used in a comparison argument, thereby not affecting the core conclusions of their
research. Overall, the replication phase proceeded without larger issues. All code was executed without
critical errors in its initial environment. Only minor code adjustments due to depreciated package
dependencies for the exporting of results had to be made in the updated environment. Overall, this finding
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was positive for stability across computing environments. Our reproduction protocol can be found in the
article’s supplementary files, as well as the article’s OSF repository (https://osf.io/2jb9m).

4. Replication of Findings

4.1. Rehydrated Sample

The “basic” subscription model—which replaced the previous, original, free access model in March 2023—
permits a rate limit of 10,000 posts per month at a cost of $100 per month. The data collection process
spanned two months—August and September 2023—yielding 9,270 successfully queried posts in the
rehydrated sample. Table 1 illustrates the rehydrated sample’s status, revealing that only 55.08% of the
initial sample remained accessible on the X platform in September 2023. The data set experienced
considerable changes: Users removed 28.32% of posts (deleted); 5.58% were set to private (protected);
10.62% were removed from the X platform because they violated the X terms of service (suspended); and
0.39% were generated by users who chose to deactivate their accounts temporarily (deactivated). This data
landscape mirrored findings from a similar analysis in the original study, in which the original authors
investigated how much of their sample was still available in 2020 by querying the X Compliance Firehose
API. More than a quarter of the data already were unavailable, just two years after the data were collected
initially in 2018. While existing literature on data loss rates on social media platforms supports these
findings, other scholars have reported a diverse range of deletion rates. Depending on the time frame,
deletion rates varied widely, with examples including 2% within one day after posting (Almuhimedi et al.,
2013), 35.14% after one week (Zhou et al., 2016), 11.11% after five weeks (Bhattacharya & Ganguly, 2021),
and 3.2% after two months (Petrovic et al., 2013). Specifically analyzing suspended X users’ characteristics,
Wei et al. (2016) found that X suspended 7.19% of the users after three years. While the rates found in the
literature depended greatly on the studied content and user group (e.g., Zhou et al., 2016, focused on
individual users’ “regrettable” posts by individual users), studies conducted on random samples generated
similar deletion rates: 7.27% after one week and 21.65% after six months (Schatto‐Eckrodt, 2022).

Our analysis substantiated this, finding that the X trend of users opting to delete or protect their posts has
increased in the past three years. Table 2 compares post types in the original and rehydrated samples,
indicating that 3,074 original posts and 4,487 reposts could not be re‐collected in 2023, resulting in an
overall absolute data erosion of 7,561 posts, comprising 44.92% of the initial sample. Overall, in absolute
terms, more reposts than original posts became inaccessible over the years. Figure 1 illustrates the data loss
in post composition. The data loss in the rehydrated sample occurred particularly during the most heated
phases of the discussion, as can be seen in Figure 2. Altogether, 1,934 posts were lost around the time of

Table 1. Sample changes from 2020 to 2023.

Example 2020 2023

Online 73.12% 55.08%
Deleted 12.24% 28.32%
Protected 1.30% 5.58%
Suspended 13.34% 10.62%
Deactivated — 0.39%
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Table 2. Changes in post composition from 2020 to 2023.

Post type 2020 (% of the
original sample)

Data Loss (% compared
to the original sample

2023 (% of the
rehydrated sample)

Original posts 7,555 (44.89%) −3,074 (40.69%) 4,481 (48.34%)
Re‐posts 9,276 (55.11%) −4,487 (48.37%) 4,789 (51.66%)
Sum 16,831 (100%) −7,561 (44.92%) 9,270 (100%)

Original Sample: 16,831

Original Posts: 7,555

Reposts: 9,276

Online: 9,270

Deleted: 4,767

Suspended: 1,788

Protected: 940

Deac vated: 66

Figure 1. Sankey‐diagram of the sample’s structure from the original sample to the rehydrated sample.
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Figure 2. Sample loss over time.
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the ICD‐11 beta draft release (December 1, 2017–February 1, 2018) and 5,227 during the ICD‐11 release
(June 1, 2018–July 30, 2018), coinciding with the heated period of the discussion. Most data points were
missing from the discussion’s central segments on the days the ICD‐11 beta draft was discussed
(December 26, 2017) and on the day of the introduction (June 18, 2018). In the original sample, 15,845
unique users altogether participated in the discussion. However, in the rehydrated sample, data from only
8,621 of those individuals could be retrieved successfully.

4.2. Changes in the Analysis of Hashtags and Main Actors in the Debate

To better understand the key topics and participants in the debate, Schatto‐Eckrodt et al. conducted an initial
analysis that focused on influential actors and topics. Table 3, based on the original and rehydrated data,
indicates a re‐creation of Schatto‐Eckrodt et al.’s Table 3, which highlighted top users based on the extent of
their participation in the debate. Four of the top 10 participants were suspended due to X terms of service
violations in the rehydrated sample. The reasons for these suspensions were not made public. The number
of posts in the rehydrated data set stayed relatively stable for the remaining top users. Almost all posts from
users who are still on the platform were rehydrated successfully. Most data attrition for the main actors in the
debate happens on a user level. Regarding perspectives on the World Health Organization’s (WHO) decision,
no discernible patterns emerged in the data loss favoring or opposing the decision.

Table 4 indicates systematic differences between the original rehydrated data for the top users based on their
reach, as measured as reposts. While the top 10 users with the most reposts remained the same, their ranking
order shifted. In the rehydrated data set, significant data loss of approximately 30–40% was found for each
user. CNN, the only traditional media outlet in the top 10, exhibited the most prominent reduction in repost
support, with a decrease of 40.44%. The loss of repost data appeared to be homogenous across users. Notably,
users with the highest reach registered a relative increase in sample size when comparing the original sample,
suggesting that data loss disproportionately affects users with a smaller reach.

Table 3. Re‐created top users according to their extent of participation.

User Posts by the
user (in the
rehydrated
sample)

% of all posts
(in the

rehydrated
sample)

Status # Followers
in September

2023

View on
the WHO
decision

Notes

MommyNooz 32 (0) 0.19 (0) Suspended n/a Supporting Parenting blog
camerondare 31 (0) 0.18 (0) Suspended n/a Supporting Activist
AvocateforEd 25 (25) 0.15 (0.27) Active 29,272 Supporting Blog
Lynch39083 22 (22) 0.13 (0.24) Active 43,298 Supporting Scholar/activist
techedvocate 22 (22) 0.13 (0.24) Active 22,082 Supporting Tech blog
eplayuk 16 (16) 0.10 (0.17) Active 284 Opposing Gaming blog
Gamescosplay 14 (14) 0.08 (0.15) Active 627 Opposing Gaming blog
Gamingthemind 14 (12) 0.08 (0.13) Active 3,758 Opposing NGO/activists
Pairsonnalites 13 (0) 0.08 (0) Suspended n/a Opposing NGO
HealthyWrld 12 (0) 0.07 (0) Suspended n/a Neutral Health blog
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We also replicated Schatto‐Eckrodt et al.’s analysis of the most prominent topics in the debate, i.e., the
examination of the most salient hashtags in the discourse. Table 5 presents our results. Out of the initial
3,017 hashtags, we successfully rehydrated posts with 1,691 hashtags, illuminating a consistent data erosion

Table 4. Re‐created top users according to their reach.

User Times the user
was reposted (of
the rehydrated
sample)

% of all posts (of
the rehydrated
sample)

View on the
WHO
decision

# Followers Notes

CNN 403 (240) 2.39 (2.59) Neutral 61,766,081 Media
Deadmau5 385 (257) 2.29 (2.77) Opposing 3,287,491 Musician
GaijinGoombah 318 (221) 1.89 (2.38) Opposing 71,334 Youtube content

creator
BrendoTGB 274 (153) 1.63 (1.65) Opposing 294 Regular user
LEGIQN 245 (158) 1.46 (1.70) Opposing 309,287 Twitch content

creator
Pamaj 236 (159) 1.40 (1.72) Opposing 1,191,142 E‐Sports athlete
NoahJ456 233 (158) 1.38 (1.70) Opposing 1,198,840 Youtube content

creator
TheSmithPlays 227 (131) 1.35 (1.41) Opposing 229,963 Youtube content

creator
Boogie2988 182 (114) 1.08 (1.23) Opposing 482,982 Youtube content

creator
CaptainSparklez 170 (112) 1.01 (1.21) Opposing 4,257,088 Youtube content

creator

Table 5. Re‐created top hashtags.

Hashtag Number of occurrences % of hashtag occurrences
(in the rehydrated sample) (in the rehydrated sample)

Gaming 269 (150) 8.92 (8.87)
Gamingdisorder 123 (78) 4.08 (4.61)
Datascience 121 (2) 4.01 (0.12)
Addiction 113 (51) 3.75 (3.02)
Health 102 (50) 3.38 (2.96)
Icd11 97 (69) 3.22 (4.08)
Mentalhealth 97 (76) 3.22 (4.49)
Bbcbreakfast 70 (0) 2.32 (0)
Videogames 61 (38) 2.02 (2.25)
Parenting 59 (8) 1.96 (0.47)
Who 47 (38) 1.56 (2.25)
Gamingaddiction 46 (32) 1.52 (1.89)
Children 40 (5) 1.33 (0.30)
News 36 (19) 1.19 (1.12)
tech 32 (21) 1.06 (1.24)
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across the top 15 hashtags. Remarkably, certain hashtags—such as “datascience,” “parenting,” and
“bbcbreakfast”—experienced substantial data loss, reaching 98.35%, 86.44%, and 100%, respectively. This
data attrition pattern suggests the absence of entire conversational threads within the discourse related to
specific hashtags in the rehydrated data set. Otherwise, data loss occurred systematically across topical
hashtags and variations thereof, as well as for individual hashtags most likely associated with journalistic
reporting (“#bbcbreakfast” and “#datascience”) and parenting (“#parenting”). Even though the omitted
hashtags within the top 15 have been substituted by hashtags with a similar thematic tone (“edtech,”
“games,” and “worldhealthorganization”), they represent very different conversation threads. While the
rehydrated versions largely maintained unity with the original table, the process of rehydrating revealed that
a considerable number of subconversations on the discussion surrounding the inclusion of “gaming disorder”
in the ICD‐11 led by certain hashtags was lost.

Overall, we found mixed success when replicating the explorative analyses in Schatto‐Eckrodt et al.
Although many of the replicated tables exhibited high congruence with their counterparts in the initial study,
pronounced data loss was found across the rehydrated data set, which effectively affected the analysis of
the most prominent actors and topics in the debate. Specifically, we noted that data decay in the context of
original posts tends to manifest as binary absence, with all post data per user unattainable.

4.3. Changes in Sentiment Analysis

To investigate the prevailing sentiment within the discourse, the original authors conducted a sentiment
analysis with 141,908 sentiment‐labeled tokens, revealing an overall negative tone in the discussions. While
acknowledging data pre‐processing’s considerable influence on sentiment analysis outcomes, particularly in
the context of X data (Krouska et al., 2016), we replicated the initial sentiment analysis by adhering to the
same preprocessing procedures as in Schatto‐Eckrodt et al. Our replication sentiment analysis, with 78,661
sentiment tokens, reaffirmed this observation, indicating a consistently negative sentiment. Moreover, upon
a detailed examination, we observed a marginal increase in the negativity of sentiments within the
rehydrated data set compared with the original sample. Building on the methodology used by
Schatto‐Eckrodt et al., who examined weekly sentiment fluctuations to follow the discourse’s evolving tone
over time, our analysis revealed disparities in the absolute weekly sentiment measures between the original
and rehydrated samples, reaching statistical significance at the 10% level (𝑡 [88] = 1.93, 𝑝 < 0.057, 𝑑 = 0.12).
Notably, these differences stemmed from variations in the magnitude of sentiments, rather than the
fundamental nature of the sentiments themselves. Furthermore, our analysis did not reveal any statistically
significant differences in sentiment between Segment 1 (March 16, 2017–November 30, 2017) and the
combined sentiment in Segments 2 (December 1, 2017–June 14, 2018) and 3 (June 15, 2018–November 15,
2018; 𝑡 [48] = 1.49, 𝑝 < 0.1427, 𝑑 = 0.36), as was found in the original analysis. While we could not
completely replicate the original study’s results, our replicated sentiment analysis indicated extremely similar
patterns observed by Schatto‐Eckrodt et al., which is impressive considering the significant data loss of
44.57% in sentiment‐labeled tokens.

4.4. Changes in the Topic Model

Finally, we calculated a structured topic model (Roberts et al., 2019) while adhering to the same
pre‐processing steps that the original authors used. The original sample comprised 5,378 documents, of
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which we could replicate only 3,266 documents in the rehydrated sample. We used the same rule of thumb
as the original authors to choose the number of topics, i.e., the elbow method on the semantic coherence
and held‐out likelihood. Semantic coherence measures topics’ “interpretability.” A higher semantic
coherence suggests that topics are more interpretable by humans, as terms within a topic are related closely.
The measure aids in understanding topics’ meaningfulness. Held‐out likelihood evaluates the model’s ability
to predict unseen data. A higher held‐out likelihood indicates that the model captured underlying structures
and patterns in the text data. Table 6 presents the results from these two measures for a topic model
calculated on the rehydrated data set. In our case, a topic model with three topics (𝐾 = 3) had the highest
held‐out likelihood and semantic coherence, and it seemed to be the best choice based on the two metrics,
although admittedly, the difference in semantic coherence between topic models was small. Notably, a topic
model originally chosen by Schatto‐Eckrodt et al. (see their Table 6), featuring 𝐾 = 5, proved to be an
ill‐suited fit for our data. This discrepancy likely arose from the sample size’s impact. Larger data sets tend to
produce more stable and robust topic models. By reducing the sample size, we introduced more variability in
topic assignments, leading to less reliable results in the replicated topic model. Moreover, we found no
change in the prevalence of topics during certain phases of the sample. All three topics, highlighted in
Table 7, were discussed to an equal extent over the sample period. However, Topics 1 and 2 were discussed
considerably more than Topic 3. To sum up, replication of the topic model did not reflect the original study’s
results, as it arrived at a different optimal number of topics (𝐾 = 3) than the original study (𝐾 = 5), and we

Table 6. Topic model metrics for the rehydrated sample.

K = 3 K = 4 K = 5
Held‐out likelihood −2.260403 −2.27303 −2.271619
Semantic coherence −91.21908 −97.38662 −105.8436

Table 7. Re‐created topic model: Description, top terms, and representative quote of the topics.

Topic Description Terms Quote

1 This topic focuses
on discussions of
health aspects
related to gaming
disorder

health, YouTube,
condition,
addiction, mental,
official, disease

“US Health News: If Gaming Addiction Is Now a Mental
Health Disorder, How Can We Fight It? #MentalHealth’’

“Playing too many video games can cause a mental health
disorder, says World Health Organization”

2 This topic revolves
around issues
related to the
classification and
recognition of
gaming addiction

addiction, mental,
condition,
organization,
recognize,
classification,
health

“WHO to classify ‘Gaming Disorder’ as a mental health
condition in 2018”

“Mental Health Experts Warn Against World Health
Organization’s Definition of ‘Gaming Disorder’”

3 This topic involves
discussions about
the influence of
video games,
gaming habits, and
their impact on
individuals and
society

video,
classification, play,
people, time,
disease, official

“So, gaming disorder only is a thing if you play games so
much that you are physically, mentally, and socially
atrophying…like every other disorder built around doing
too much of something”

“Imo it is an overreaction especially when it’s mostly
aimed at kids. It’s the time in their life for them to be able
to play games as much as they do, but now it is gonna be
classed as a mental disorder if you play too much”
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could not replicate the topics that Schatto‐Eckrodt et al. found semantically. Reasons for the latter could
very well be the reduced rehydrated sample size.

5. Discussion

The reproduction exercise’s results demonstrated a high success rate in reproducing empirical claims from the
original study, with 88.46% of the claims successfully reproduced. Challenges arose primarily from issues related
to deterministic reproducibility in network illustrationmethods and aminor error in reporting the correct 𝑡‐statistic.
These results emphasize the importanceof followingproper coding practices anddocumentation standards inCCS
research to maintain research outcomes’ integrity, reproducibility, and reliability.

Replicating the original analysis introduced unique challenges, particularly social media data’s volatile nature
and X API’s changing access policies and limitations. The rehydrated sample, collected under strict, new X
API data access restrictions, revealed that only 55.08% of the initial sample remains accessible today—a data
loss that affected our replication results significantly. Data attrition becomes more pronounced during
intense discussion phases and is characterized by a complete presence or absence of data for a user.
We have demonstrated that data attrition can be linked to user deletions, post‐privacy settings, and account
suspensions. Thus, data loss over extended periods—in our case, five years—when dealing with social media
data is a consequence of the evolving nature of data on social media platforms. This raises concerns about
the long‐term sustainability and feasibility of conducting replications based on social media analyses,
particularly when working with nonrecent data. Replications may fail for several reasons, such as an initially
incorrect finding by the original authors, changes in the measured phenomenon over time, or a lack of
generalizability of a finding because it is population‐specific (e.g., Dienlin et al., 2021). Our examination
revealed that the use of volatile data (e.g., constant changes in user behaviors, account statuses, and data
accessibility) also can have a significant impact on studies’ replication success.

Our study is subject to several constraints. First, the employed rehydration strategy does not entail drawing
a completely new sample. This would be the ideal approach for generalizing Schatto‐Eckrodt et al.’s findings.
Instead, we reacquired the original data, potentially perpetuating any biases or shortcomings present in the
original data set. Another important aspect to note is that X currently manages post edits by deleting the
original post ID and assigning a new one (authors’ note: Post editing, at the time this was published, was
available exclusively to X users who are subscribed to X Premium, a paid service). Consequently, the
rehydration method does not capture edited posts, which may have led to a slight overestimation of data
loss in our sample. Furthermore, we had to work with X API’s technical and financial restrictions, so the
sample size in the replication is relatively small, limiting the findings’ overall generalizability.

Notably, we replicated an exploratory analysis, which possesses lower evidentiary weight, as its findings are
less definitive and more preliminary in nature. Future research should examine how data erosion can affect
predictive and inferential analyses. Given that inferential analyses frequently form the foundation for policy
recommendations and decision‐making, understanding the extent of their vulnerability to data loss in dynamic
data environments is important.

Our replication serves as a hypothetical scenario illustrating how a reproduction could have been undertaken
in a scenario with no access to the original data. Our replication results indicate that we would not have been
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able to replicate most of Schatto‐Eckrodt et al.’s findings without the data. This inability to replicate—caused
predominantly by data fluctuations, rather than improper documentation—underscores data sharing’s crucial
role in replication efforts. Transparency and accessibility of data and code are almost prerequisites for
conducting replications (Marsden & Pingry, 2018). Unfortunately, data sharing is not yet the prevailing
practice in CCS, and in some instances, it is legally and technically unfeasible. This problem is worsened by
the unpredictability of reacquiring data effectively, as our study has demonstrated. Furthermore, recent
increases in financial and access barriers imposed by major social media platform providers have exacerbated
this situation. When significant barriers hinder access to materials needed for replication, conducting
replication studies becomes more unlikely. In cases in which direct replication is improbable, and conceptual
replication is difficult, researchers must hope for regulatory changes in platform access, such as those that
the EU’s Digital Services Act (DSA) has been promising. This raises a fundamental question about the core
value of a scientific analysis when technical and financial obstacles hinder or prevent other researchers from
replicating the analysis. The value of a scientific analysis traditionally lies in its potential to contribute to the
body of knowledge and to be subjected to testing and validation through replication (National Academies of
Sciences, Engineering, and Medicine, 2019). However, when substantial barriers disrupt replication efforts,
the value of the analysis itself should be brought into question. In such challenging circumstances, it is
imperative for the CCS community to promote practices that mitigate these barriers actively. Encouraging
widespread data sharing, advocating for greater transparency, more collaboration between researchers, and
establishing standardized protocols for replication attempts can help bridge the gap between original studies
and their validation (Dienlin et al., 2021). Moreover, regulatory institutions are crucial in guaranteeing access
to social media platforms for CCS researchers at a time when social media platform APIs are threatening
open scientific endeavors (Davidson et al., 2023). Through implementation and enforcement of policies that
foster scientific access, these regulatory bodies not only can support CCS research, but can also help
overcome barriers to replicability. Addressing these barriers is essential to upholding the core tenets of
scientific inquiry and safeguarding the integrity of valuable research through rigorous examination.

6. Conclusion

This study highlights the importance of replication in enhancing the validity and reliability of CCS research.
Our replication and computational reproduction efforts provide insights into the challenges and complexities
of conducting and replicating CCS research, particularly in the context of data access and third‐party platform
providers. Our results emphasize the need for researchers to consider data loss and changes in data availability
over time when conducting replication and reproduction studies in the CCS field, particularly when working
with social media data.

While the practical recommendations drawn from the present study, urging researchers to prioritize
reproducibility in the realm of volatile data access, can enhance CCS studies’ overall quality and robustness,
recognizing that the individual researcher is just one component within a broader framework is crucial:
Regulatory bodies, social media platforms and their users, and journals and academic institutions also wield
significant influence in this context. Thus, replicability in CCS is also a political and institutional issue.
For example, enhancing CCS replicability can be achieved by providing researchers with increased access
and control over their data, particularly in the realm of social media platform research. The DSA promises to
play a central role in this context, as it offers, among many other benefits to researchers, clear regulations
concerning access to data of “very large online platforms,” i.e., platforms with more than 45 million monthly
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active EU users. The DSA could establish the foundation for transparent social media and platform research,
aiming to ensure that “socially relevant aspects of digitization can be investigated appropriately, consistently,
and independently” (Klinger & Ohme, 2023, p. 3). Under Article 40 of the DSA, researchers affiliated with a
research institution and independent of commercial interests will be able to request data from these
platforms through a Digital Services Coordinator to conduct research on systemic risks in the EU. Systemic
risks, as outlined in the DSA under Article 34(1), include negative effects on civic discourse and electoral
processes, protecting public health, and dissemination of illegal content (European Centre for Algorithmic
Transparency, 2023). A comprehensive scientific examination of digitization’s socially relevant aspects
necessitates researchers’ ability to reproduce and replicate their findings within this context. Without strong
supranational regulations, such as the DSA, many researchers’ individual efforts to improve their work’s
reproducibility and replicability would be conducted in vain. In addition to regulatory actions’ effects, the
users who create the data being researched also should be considered: Analyzing content that users have
deleted also poses ethical research questions that must be considered case by case. Examining actively
harmful or anti‐democratic entities’ actions may justify the analysis of data deleted by users, whereas, in
other instances, researchers may need to respect individual users’ decisions to withdraw their content from
public access. Contemplations on CCS research replicability should extend beyond individual researchers’
efforts and include all pertinent stakeholders in the evaluation process. Thus, recognizing that incentive
structures established by academic journals and publishers, alongside those of academic institutions, play a
pivotal role in advancing the broader goal of enhancing research replicability is crucial. This includes
incorporating systematic code and data review as integral components of the peer‐review process,
establishing infrastructure for responsible sharing of code and data in compliance with data privacy and
access regulations, and allocating funding to bolster scientific results’ robustness and reproducibility.

Increasing access to data is paramount in addressing reproducibility and replication challenges in CCS.
Researchers’ ability to access and analyze data directly impacts replication efforts’ feasibility and robustness.
Policies and regulatory changes, such as the DSA, play a pivotal role in facilitating such access, as they
require platforms to provide data access to researchers, particularly concerning socially relevant digitization
aspects. Improving data accessibility stands as a crucial measure in tackling reproducibility and replication
hurdles in CCS. Moreover, overcoming barriers related to data sharing, transparency, and technical
constraints is important to preserving the value of scientific analysis and promoting robust replication
practices in CCS. We have demonstrated that reacquiring platform data is both resource‐intensive and
comes with no guarantee of fully regaining the primary sample. Thus, our study highlights vital aspects in
establishing sustainable practices for reproducibility and replicability in CCS, such as data accessibility, data
sharing, transparency, and comprehensive documentation of research methods and materials.
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Abstract
The negativity bias hypothesis in political communication contends that people are more aroused by
negative vs. positive news. Soroka et al. (2019) provide evidence for this negativity bias in a study in
17 countries across six continents. We find suggestive evidence for Soroka et al.’s (2019) central finding that
negativity causes an increase in skin conductance levels in a conceptually close, well‐powered, and
preregistered replication. We extend Soroka et al. (2019) in three ways. First, we theorise, test, and confirm
that negative (vs. positive) news causes an increase in activity of the corrugator major muscle above the
eyebrow (using facial electromyography activity) and is associated with a negative affect. Second, we find
people self‐reporting negative news causes negative affect but that positive (instead of negative) news
increases self‐reported arousal. Third, we test Soroka et al.’s (2019) argument in another context, the
Netherlands. Our article suggests that negative news is, especially, causing negative affect. Doing so, we
contribute to the negativity bias argument in political communication research and, at the same time, show
the importance of replication in empirical communication research.
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1. The Negativity Bias in Political Communication Research

In a path‐breaking study published in the Proceedings of the National Academy of Sciences, Soroka et al. (2019;
SFN from here on) found that negative news is more arousing and attention‐grabbing compared to positive
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news. The study was conducted among 1,156 subjects in 17 countries on six continents and revealed that
“reactions to video news content reveal a mean tendency for humans to be more aroused by and attentive
to negative news” (Soroka et al., 2019, p. 18891). The finding, which deepened and broadened an earlier
pilot study by Soroka and McAdams (2015) conducted in Canada, has important implications for political
communication as a field. According to Soroka et al. (2019, p. 18888), “the importance of negativity biases for
news is relatively clear” as “negativity biases affect news selection, and thus also news production, as well as
citizens’ attitudes about current affairs.”

The work by SFN introduced a new theory in (political) communication research about responses to negative
news. In an earlier study, Soroka and McAdams (2015, p. 4) summarised the argument for a negativity bias
as follows:

Humans have a reasonably well‐established tendency to react more strongly to negative than to
positive information; it follows that news content, created by humans, with the goal of getting
attention from other humans, will tend to be biased toward the negative. Critical to this account is
evidence that news content does indeed tend to generate stronger reactions and/or greater
attentiveness when it is negative.

This innovative argument brings together research in evolutionary psychology—arguing that there are
evolutionary benefits to being attuned to negativity—with literature in media systems suggesting that there
might be cross‐cultural differences in negativity bias. Moreover, SFN advanced the study of responses to
news by turning to physiological measures of arousal and attention. This was combined with a unique
cross‐cultural data collection across six continents, thereby addressing concerns about the focus on the
Western context in empirical social science research. The article, although relatively recent, made an impact
on the field: It has been widely cited (311 citations in Google Scholar, as of January 11, 2024) and was
viewed 167,135 times on the journal’s website. The article was also covered in the press by dozens of news
outlets including prominent outlets such as The Washington Post, Medium, Al Jazeera, The Guardian,
Newsweek, and Handelsblatt, while being referenced on six Wikipedia pages.

The work by SFN has been foundational and, to us, inspirational. At the same time, replications are scarce
in communication research (Keating & Totzkay, 2019). Especially direct replications—which closely follow the
design and procedures of the original study—are sparse: In the period 2007 to 2016, 0.5% of the published
papers were direct replications of a previously published study in the field of communication research (Keating
& Totzkay, 2019). Our goal is to increase the percentage of published replication studies (a tiny bit). Therefore,
we set out to directly replicate one of the two central findings of SFN. We preregistered that we expect that
negative news compared to positive news increases skin conductance levels (SCLs) as an indicator of arousal
(H1). It is important to replicate this finding because by closely following the design, stimuli, and measures,
we can provide crucial information on the repeatability and robustness of SFN’s findings (Chambers, 2017).

Note that we do not replicate the other finding of SFN, that negative news vs. positive news captures more
attention, asmeasuredwith an increase in heart rate variability. Data collectionwas part of an omnibus study in
which we did not collect heart rate to keep the protocol within the limits of an hour (i.e., attaching instruments
for each physiological measure cost time).
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Aside from replicating SFN, we followKing (1995) and extend thework of SFN in threeways. First, we theorise
that negative news causes an increase in negative affect. SFN theorised and tested the effect of negative news
on arousal. Yet, theories in psychology and neuroscience on the structure of affect indicate that affect consists
of (at least) two dimensions. Arousal captures the intensity of the affective experience, but this intensity can
be both negative and positive. Valence is the second dimension of affect and captures the directionality of the
affect, ranging from positive to negative (Schiller et al., 2022). SCLs—which SFN used—capture arousal but do
not distinguish the valence of the affective experience (Dawson et al., 2007). To capture valence, we turned to
facial electromyography (fEMG) which registers rapid, partially automatic affective responses in the face while
participants view stimulus material. fEMG is primarily used as an indicator of emotional valence (Larsen et al.,
2003). We focus on the corrugator supercilii muscle region which is the muscle above the eyebrow that draws
the brow down and pulls the brows together. The corrugator is used as an indicator of negative affect, also in
political communication research. For instance, in response to political communication, messages incongruent
with held beliefs produced more corrugator activity (negative affect) than congruent communication (Bakker,
Schumacher, & Rooduijn, 2021; Boyer, 2023). We extend SFN and preregistered that we expect that negative
news compared to positive news increases the activity of the corrugator muscle (H2).

Second, we broaden SFN by also measuring self‐reported valence and arousal. SFN did not collect measures
of either but did ask about the “tone of the message” which was: “Please rank this story on the following
dimensions….Negativity.” That is, however, not the same as measuring the affective response to the
message. We agree with SFN that physiological measures have the advantage that they capture affective
responses during exposure. At the same time, inspired by ongoing discussions in psychology and
neuroscience (e.g., Arceneaux et al., in press; Barrett, 2017; Evers et al., 2014; LeDoux & Pine, 2016), it is
valuable to capture different parts of the affective response: the more unconscious physiological responses
during exposure and the more reflective evaluations of the affective experience after exposure.
Physiological and self‐reported affect are often loosely related (Bradley & Lang, 2000). Yet, we follow the
implications of SFN and expect effects in similar directions as those reported with physiological measures.
Specifically, for arousal, we expect that negative compared to positive news leads to a higher level of
self‐reported arousal (H3), while for valence we expect that negative compared to positive news leads to a
higher level of self‐reported negative valence (H4).

Third, and finally, we conducted our study in the Netherlands. Conducting this study in the Netherlands
allows us to test the repeatability of SFN in another context. The Netherlands is the 18th country where
SFN’s argument is tested. By pooling our results with those of SFN, we get one (small) step closer to the
population‐based estimate of the effect of negativity on arousal.

2. Methods

2.1. Transparency and Ethics

We preregistered the study on the Open Science Framework on September 25, 2023 (https://osf.io/w2rkq).
This was before we conducted the analyses but after data collection was completed. Deviations from
preregistration are clearly flagged and all other tests and procedures should be considered as confirmatory
and in line with preregistration. The raw data and code to reproduce the results in R can be found on our
OSF page as well. The stimuli materials of SFN cannot be publicly shared due to copyright issues. The study
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received ethical approval from our ethical review board 2022‐AISSR‐15445. Participants completed an
informed consent form before the start of the study.

2.2. Sample and Procedure

In Autumn 2022 and Spring 2023, we recruited a total of 104 participants in an omnibus laboratory study.
We conducted the study in the Netherlands at the university laboratory of our university. The study took one
hour. In line with the guidelines of our ethics board, participants either received research credits or 15 euros in
return for their participation. After preregistered preprocessing steps (see Section 2.3), we have 97 participants
in the sample.

Upon signing the informed consent participants completed a survey on Qualtrics. Afterwards, a trained
research assistant connected the equipment for skin conductance and fEMG. We recorded physiological
responses using the Versatile Stimulus Response Registration Program 1998 (Vsrrp98) software with a
sampling rate of 1,000 Hz. The lab equipment was able to reliably and validly capture fEMG activity and skin
conductance in earlier work in other domains (see, for instance, Gazendam et al., 2013; Nohlen et al., 2016;
Sevenster et al., 2015).

SCLs are measured by passing a small current through two electrodes placed on the skin. The electrodes
were attached with adhesive tape on the medial phalanges surfaces of the index and ring finger of the non‐
dominant hand (Dawson et al., 2007). By keeping the current constant it is possible to measure the flow of the
current—what we call skin conductance expressed in microsiemens (Dawson et al., 2007). SCL is a validated
measure of arousal (for an introduction see, Settle et al., 2020) and is applied in (political) communication
research (e.g., Carlson et al., 2020; Wang et al., 2014)

Activity of the corrugator major is associated with the experience of negative affect (Larsen et al., 2003).
We measured this using two 7 mm Ag/AgCl mini‐electrodes that we filled with electrolyte gel (Signa, Parker
Laboratories). Using double‐stick adhesive tape, we placed the two electrodes just above the eyebrow, at the
place where the muscle is located (Fridlund & Cacioppo, 1986). A third electrode was placed on the middle
of the forehead (just below the hairline) and served as a ground measure. The corrugator has no overlapping
muscle groups, has a very limited representation in the motor cortex, and “tends to be bilateral innervated”
(Larsen et al., 2003, pp. 776–777). The measurement of the corrugator is therefore less subject to disruptions
from the (voluntary) movement of other muscles.

The original protocol of SFN was 25 minutes long. We included the stimuli for this article in a larger omnibus
study and did not have space for 25 minutes of news clips. However, as the videos were shown in a random
order and the focus was not on specific news items, we decided to select a subset of the videos. We did this
in consultation with Soroka (the S in SFN). We picked four videos, two negative and two positive, that were
shown in all 17 countries included in SFN. Moreover, the selected stories were consistently rated as
negative (in the case of the negative stimuli) and positive in the case of the positive videos (see Figure S3 of
the supporting materials in SFN). The negative videos were Peru, which describes “the small town of
Chimbote burns down,” and Niger, which describes “current food shortages in Niger.” The positive videos
were Gorillas, which describes “gorillas from a zoo are released into the wild,” and Young Director, in which
“an 11‐year‐old makes stop‐motion films.” For details on the validation of the stimuli, we refer to SFN who
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provide evidence that the videos are valid. Like SFN, we randomised the order in which the four videos
were shown.

After each video, participants were asked to self‐report the arousal and valence (both on a nine‐point scale)
that they experienced while watching the videos. We used self‐assessment manikins to measure arousal and
valence, which is a valid and reliable way to measure self‐reported arousal and valence (Bradley & Lang, 1994).

In addition to these stimuli, participants in the protocol evaluated candidates for political office and
participated in an immigration framing experiment. These other stimuli are part of other papers.
The protocol to replicate SFN was placed in the middle of the omnibus study.

2.3. Measures

After data collection, we conducted a visual inspection of our data for indications of (a) broken or
malfunctioning electrodes, identified by a signal that drops dramatically, or (b) a loose electrode, identified
by an unusual, stable up‐and‐down pattern, and (c) cross‐referenced these unusual events from the log book
(our trained lab assistants made notes about unexpected events). After this, we removed cases with clear
distortions. We did this blind to the results and the experimental conditions. This procedure is highly similar
to SFN. Following this, seven participants were excluded from the skin conductance analysis: three
participants were excluded due to non‐response, one participant was excluded due to under‐responsiveness
(both can occur due to equipment failure, e.g., loose sensors or disconnected cables), and lastly, three
participants were excluded due to wrong synchronisation (i.e., the durations of baseline and/or experimental
periods were wrongly recorded).

As for preprocessing the raw SCLs, similar steps as those taken by SFN were performed. A rolling average was
applied within each participant by attributing slightly larger weights to the middle three values. This serves
to smooth the raw scores, reducing the presence of possible outliers. To address the missing values that are
produced due to the procedure at the beginning and end of each participant’s time series, the closest available
score was used to populate these gaps. Consequently, the normalised SCL (nSCL) was centred on the basis of
themean score of the preceding baseline period. SFN calculate themean score after excluding the first and last
five seconds of the baseline period. Given that our baseline period only spans eight seconds, we preregistered
to not apply this step in our data but to take the full eight seconds baseline.We also preregistered to re‐analyse
the results using the last five seconds of the baseline and our results are not affected by thismodelling decision.

The preprocessing for the raw fEMG data is as follows: First, the raw fEMG data is band‐pass filtered
between 20 and 400 Hz, with an additional 50‐Hz notch filter and subsequently integrated (van Boxtel,
2010). fEMG data is further corrected using a Hampel filtering algorithm to filter for cross‐talk (Bhowmik
et al., 2017) and exclude outliers (observations higher or lower than four standard deviations from the mean).
We take an individual time‐specific baseline measure by taking the median of all fEMG observations during
the interstimulus interval prior to the treatment. We then take the processed fEMG signal and divide it by
the baseline with 100. This way the fEMG value represents the microvolt increase or decrease compared to
an individual’s fEMG readings prior to the treatment.
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2.4. Analyses and Power

We rely on frequentist statistics and use the 𝑝‐value of 𝑝 < 0.05 as the cut‐off for statistical significance.
We engage in the more conservative two‐sided tests. The analysis strategy per hypothesis is discussed in the
results section. We present 𝑧‐standardised coefficients to ease interpretation.

For all our analyses we conducted a power analysis after we completed data collection (the stopping rule for
the data collection was decided by other parts of this omnibus study). For details, we refer to the
pre‐analysis plan (https://osf.io/w2rkq). The power analyses demonstrate that we are sufficiently powered
(𝛽 = 0.8, 𝛼 (two‐sided) = 0.05) to detect small effects—based upon previous studies (Lakens, 2022)—for our
tests of SCLs (arousal; H1) and corrugator activity (valence; H2) captured with physiological measures as
well as valence captured with self‐reports (H4). When it comes to self‐reported arousal, it depends on the
population‐based effect size one would expect to conclude whether we are sufficiently powered.
We expect small effects as the impact of news negativity on self‐reported arousal is more ambiguous (the
cognitive counterpart of the SCLs; Keib et al., 2018; Ravaja et al., 2015). It is therefore unclear whether our
study has enough power to detect an arguably small treatment effect of negativity (vs. positivity) on
self‐reported arousal.

3. Results

The results section is structured as follows: We discuss the preregistered modelling strategy that belongs to
the test of the hypothesis, followed by the results and, where appropriate, exploratory extensions. In each
section, we flagged deviations from the preregistration.

3.1. Negative News Is Causing Increases in SCL (H1)

In line with SFN, the first hypothesis stated that negative news compared to positive news increases SCLs as
an indicator of arousal. Participants (97 included in the analyses after preprocessing) saw four videos, lasting
approximately one minute and 45 seconds. At the second‐per‐second level, this yields a total of
40,470 observations. The primary model that we used to test H1 is the fixed‐effects within panel estimation
of nSCL (for the report of these results, see Table S4 of the supporting information of SFN). The estimation
was performed via the plm package (Version 2.6–3; Croissant & Millo, 2008) in R. In this model, the change
in nSCL is predicted by a second‐by‐second negativity score of the video (provided by SFN), while
controlling for the logarithm of seconds per video as well as the interaction with the negativity score, the lag
of the dependent variable and story order. Note that a reanalysis of the original (preprocessed) data of SFN
in R (as well as Stata), using this modelling strategy yielded the same outcomes as presented in the article
and appendix by SFN; we thereby verified the results of SFN which is a good starting point for a replication
study (Nuijten et al., 2018). A fixed‐effects within panel estimation is equivalent to performing a dummy
least squares (an ordinary least squares which includes dummies for each unit). This is confirmed by the
original data and 2,000 simulated datasets. To conclude, the model we use to test H1 is the following:

Changes in nSCL = Negativity + Time (seconds, logged) +Negativity × Time (seconds, logged)
+ Lagged nSCL + Story order
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For H1 to be confirmed, we expected a positive and statistically significant effect of negativity. We find a
positive but not statistically significant effect of negativity on SCLs (𝛽 = 0.019, 𝑡 = 0.984, 𝑝 = 0.325). This
is a small effect in the hypothesised and preregistered direction but it is not statistically significant at the
preregistered 𝑝‐value cut‐off. This small effect of negativity on SCLs also becomes apparent when inspecting
the average SCLs over time (Figure 1), as there are small differences in SCL per condition.

Yet, when comparing the standardised negativity estimate from the article by SFN (2019; 𝛽 = 0.042,
CI = [0.032, 0.052]) and our replication (𝛽 = 0.019, CI = [−0.019, 0.056]), the estimates are in the same
direction and while the confidence intervals overlap, our effect is 2.5 times smaller than SFN. For ease of
comparison, Table 1’s first column provides our replication model and SFN’s model in parallel to each other.

Next, we performed an exploratory non‐preregistered test to assess whether the negativity coefficient
found by SFN differs from our outcome. We pooled the data from SFN and our replication sample.
Consequently, we ran the pre‐specified model on the pooled data adding two predictors: whether the
respondent originated from the sample by SFN or the replication, and an interaction of the sample origin
with the negativity coefficient. The latter would indicate whether the negativity coefficient differs
significantly between samples. Given that fixed‐effects within estimation cannot account for time‐invariant
features, which is the case for the sample origin as a respondent always belongs to the same sample, we ran
a random‐effects model instead. We find no support for the hypothesis that our coefficient is statistically
significantly different than the one found by SFN: The interaction effect between the negativity indicator
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Figure 1. Average nSCL time series per story. Notes: The panels plot the average SCL per clip; the top of each
panel indicates the name of the panel and whether its valence is positive or negative; the black line in each
panel projects the 𝑧‐standardised mean SCL activity over the seconds (x‐axis) per video treatment (panel); the
red line plots the 𝑧‐standardised negative score of the video as scored per second and provided by SFN; the
negativity score ranges from negative (positive values on the y‐axis) to positive (negative values on the y‐axis).
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and the dummy variable capturing whether it was SFN’s sample (0) or our replication sample (1) was very
close to zero and not statistically significant, with 𝛽 = −0.002, 𝑡 = −0.448, and 𝑝 = 0.654 (see Model 4, the
pooled model with sample controls, in Table 1).

Comparing our effect to SNF’s, we find no statistically significant difference. This, however, raises the
question of the practical significance of our effect. For this, we turn to exploratory non‐preregistered
equivalence testing to determine whether our effect is practically equivalent to 0. When we use the
parameters package (Version 0.21.3; Lüdecke et al., 2020) and assume the default bounds our negativity
effect falls within the bounds of what is practically equivalent to 0, with CI 90% [−0.01, 0.05], range of
practical equivalence [−0.1, 0.1], and 𝑝 < 0.001. This suggests that our effect can be labelled as negligible.

However, we can also use the heuristic by Simonsohn (2015). This states that the smallest effect size of interest
is the minimum effect size that the original study could have detected with 33% power. In the case of SNF,
this is a 𝛽 of 0.0018. Using this effect size as the upper (0.0018) and lower (−0.0018) bound, we conclude
that our effect is not equivalent to 0. To put it differently, our effect is different from zero and falls within the
bounds of SFN, CI 90% [−0.01, 0.05], range of practical equivalence [−0.0018, 0.0018], and 𝑝 = 0.954.

To summarise, our study failed to replicate the statistical significance of the effect reported by SFN.
Exploratory equivalence tests suggest that our SCL effect falls within the bounds of SFN, but its practical
significance depends on the bounds chosen in the equivalence test. When we pool our data with SFN, we
get a smaller yet statistically significant estimate of the effect of negativity on SCL (see Models 3 and 4
in Table 1).

Table 1. Effect of negativity on standardised change in nSCL.

Standardised change in nSCL

Replication SFN Pooled Pooled with sample controls

Time (seconds, logged) −0.006 −0.004*** −0.001 −0.001
(0.006) (0.001) (0.001) (0.001)

Time × Negativity −0.006 −0.011*** −0.010*** −0.010***
(0.005) (0.001) (0.001) (0.001)

Lagged nSCL −0.100*** −0.082*** −0.059*** −0.059***
(0.006) (0.001) (0.001) (0.001)

Order 0.010** −0.004*** −0.003*** −0.003***
(0.004) (0.0003) (0.0003) (0.0003)

Negativity 0.019 0.042*** 0.039*** 0.040***
(0.019) (0.005) (0.005) (0.005)

Negativity x Replication sample −0.002
(0.004)

Replication sample −0.023***
(0.005)

Observations 40,346 641,287 681,633 681,633
𝑅2 0.008 0.005 0.003 0.003
Adjusted 𝑅2 0.005 0.003 0.003 0.003
𝐹 statistic 63.630*** 628.749*** 2,163.547*** 2,182.103***

Note: * 𝑝 < 0.10, ** 𝑝 < 0.05, *** 𝑝 < 0.01.
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3.2. Negative News Is Causing Increases in Corrugator Activity (H2)

The second hypothesis stated that negative news would elicit more corrugator activity in the supercilii (as
expressed through the fEMGmeasure). Similarly, as for nSCL, we use the fixed effects within panel estimation
to analyse the effect of negativity on fEMG. The change in the corrugator variable is regressed on the second‐
by‐second negativity score of the video while controlling for the logarithm of seconds per video as well as the
interaction with the negativity score, the lag of the dependent variable, and story order:

Changes in corrugator = Negativity + Time (seconds, logged) +Negativity × Time (seconds, logged)
+ Lagged corrugator + Story order

The interaction effect between negativity and time is in the predicted positive direction and close to the
preregistered 𝑝‐value cut‐off 𝑝 < 0.05 (𝛽 = 0.038, 𝑡 = 1.926, 𝑝 = 0.054; see the first column of Table 2).
Importantly, the interaction term picks up the effect of a one‐unit increase in negativity when time is one
second (given that we control for the logarithm of time, where a logarithm of 0 equals 1). Moreover, when
inspecting the average time series (Figure 2) of corrugator activity per story, the negative videos elicited
greater corrugator activity compared to positive activity. This confirms there is a main effect of negativity on
corrugator activity. A more simplified model—which we did not preregister—in which the interaction
between corrugator activity and time is excluded produces a positive and statistically significant main effect
of negativity on the corrugator (𝛽 = 0.060, 𝑡 = 13.569, 𝑝 < 0.001; see the second column of Table 2). This
means that once negativity increases, corrugator activity increases. The standardised effect is small but
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Figure 2. Average corrugator (fEMG) activity from time series per story. Notes: The black line projects the
𝑧‐standardised mean corrugator (fEMG) activity over the seconds (x‐axis) per video treatment (panel); the red
line plots the 𝑧‐standardised tone of the video; the negativity score ranges from negative (positive values on
the y‐axis) to positive (negative values on the y‐axis).
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Table 2. Effect of negativity on standardised change in fEMG.

Standardised change in fEMG

Preregistered model Exploratory model

Time (seconds, logged) 0.005 0.005
(0.006) (0.006)

Time × Negativity 0.006
(0.005)

Lagged fEMG −0.004*** −0.004***
(0.0001) (0.0001)

Order −0.004 −0.004
(0.005) (0.005)

Negativity 0.038* 0.060***
(0.019) (0.004)

Observations 37,844 37,844
𝑅2 0.030 0.030
Adjusted 𝑅2 0.028 0.028
𝐹 statistic 235,679*** 294.249***

Note: * 𝑝 < 0.10, ** 𝑝 < 0.05, *** 𝑝 < 0.01.

larger than SFN’s SCL effect and in line with other studies that rely upon the corrugator. Taken together we
accept H2: Negative news increases corrugator activity.

3.3. Extensions Using Self‐Reported Measures of Arousal (H3) and Valence (H4)

Finally, we hypothesised that the cognitive counterparts of our physiological measures would be affected in
the same manner: Negative news compared to positive news would be perceived as both more negatively
valenced and arousing. Both arousal and valence were measured using the manikins on a nine‐point scale, in
which 1 indicates very positive or no arousal and 9 indicates very negative or very arousing. Instead of discussing
the outcomes of the preregistered fixed‐effects models (see pre‐analysis plan on OSF), Welch’s two‐sample
𝑡‐tests will be discussed. These were performed with base R (Version 4.3.0; R Core Team, 2023). The Welch’s
variant was used given that the variances differ significantly across conditions. The interpretations do not
change when relying on the preregistered models—Results can be derived from the replication files.

Negative news is indeed perceived as more negatively valenced (𝑀 = 7.55, 𝑆𝐷 = 1.15) compared to positive
news (𝑀 = 2.66, 𝑆𝐷 = 1.49), 𝑡 = 36.013, 𝑝 < 0.001. This is in line with our preregistered hypothesis. Figure 3
visualises this pattern by showing the aggregate perceived valence per story. This indicates that the negative
videos are rated much higher compared to the positive ones. This pattern replicates the findings for tone that
SFN reported.

Contrary to our expectations, it is positive news (𝑀 = 6.45, 𝑆𝐷 = 2.17) instead of negative news (𝑀 = 4.76,
𝑆𝐷 = 1.80) which is perceived as more arousing, with 𝑡 = −8.28 and 𝑝 < 0.001. This pattern can also be
deduced when inspecting the aggregates per story (Figure 3), highlighting that the centrality measures (the
mean and median) are consistently higher for the positive videos compared to the negative videos. This is in
line with Ravaja et al. (2015), who also found that positive news was perceived to be slightly more arousing
as compared to negative news.
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Figure 3. Valence and arousal in response to negative and positive news clips. Notes: The black lines depict
the distribution via a boxplot; the red cross represents the mean; the blue dotted lines indicate the standard
deviation from the mean; the top panel projects the self‐reported arousal, from low (1) to high (9) in response
to negative clips (left‐hand panel) and positive clips (right‐hand panel); the bottom panel projects self‐reported
valence, from positive (1) to negative (9) in response to negative clips (left‐hand panel) and positive clips
(right‐hand panel)

3.4. Exploring the Alignment Between Physiological and Self‐Reported Responses to News

Self‐reported valence and the physiological measure of valence produce the same conclusions, while the
results for arousal are mixed. Yet, there is ongoing discussion about the extent to which physiological
responses and self‐reported measures should, or should not, align in psychology and neuroscience (for a
discussion and illustration, see Arceneaux et al., in press). Therefore, we explore to what extent these two
measures correlate (note that this was not preregistered). If corrugator activity (SCL) and self‐reported
valence (arousal) are weakly correlated with each other, then this provides evidence that (political)
communication evokes effects at the more conscious (self‐reports) and unconscious (physiology) levels
which are relatively independent of each other (Bakker, Schumacher, & Rooduijn, 2021). Yet, if the cognitive
self‐reported measure of valence (arousal) is strongly correlated with its physiological counterpart, then it
might provide an argument to move away from using fEMG to measure valence, as it is a more costly and
time‐consuming task.

Starting with the correlation between the average physiological arousal, as measured through nSCL activity
(mean per clip) and self‐reported arousal (in response to the clip), it is practically absent and not statistically
significant, 𝜌(381) = 0.03, 𝑝 = 0.482. Thus, this suggests that these measurements capture different aspects
of the affective experience. When we correlate the average fEMG per story with the perceived valence of the
story, the correlation is statistically significant but not very strong, 𝜌(357) = 0.35, 𝑝 < 0.001.
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Our take‐home message from this correlation is that fEMG and self‐reported valence pick up different
aspects of the affective experience but the results are pointing in the same direction. At the same time, we
acknowledge that this test is not perfect: Physiological measures are measured continuously while the
self‐reports are only measured after each clip. In an ideal world, our self‐reported measures of valence and
arousal would have been collected at a higher interval level but (a) this would deviate substantially from
SFN’s design and (b) we did not think about this option in the design stage.

4. Discussion

This study replicates and extends the foundational work by SFN in four ways. First, negative news seems
arousing, as captured in changes using SCLs. The effect seems to fall within the bounds of SFN but it remains
to be seen if it is a substantively meaningful effect as it might not differ from 0. Second, we extend SFN by
showing that negative news is causing negative affect as captured with corrugator activity and self‐reported
negative affect. Third, we find no evidence that negative news causes increases in self‐reported arousal; in fact,
we find that positive news is more arousing. Fourth, our replication adds the 18th country (the Netherlands)
in which the negativity bias is studied. In what follows, we discuss the implications of our findings for political
communication research on the negativity bias and reflect on the importance of replication studies in empirical
(political) communication research.

We acknowledge that our result for SCL is in the expected positive direction but not statistically significant,
a lot smaller than the estimate of SFN and depending on the chosen bounds of the equivalent test, suggests
our result may or may not be negligible. For some readers, this might be a reason to interpret our findings as
being a “failed replication” of SFN. But, following Gelman and Stern (2006), we also assessed whether our
results differ from those of SFN. Exploratory tests hint at the fact that our result is not different from SFN’s
pooled results across 17 countries. Moreover, close inspection of the results per country in SFN’s study also
demonstrates that, in nine out of the 17 countries, the effect was statistically significant, while this was not
the case in the other eight countries. To summarise, our results for SCL should be seen as in line with SFN’s
results. Pooling our results with those of SFN, we got one step closer to the population‐based effect
size of negative news on physiological arousal as captured with skin conductance. It is a small but
positive effect.

Our work has implications for the negativity bias argument in political communication:We need tomove away
from the focus on (physiological) arousal. SFN limited their theorising and tests of the negativity bias to one
dimension of affect, arousal measured with skin conductance. Yet, affect consists of at least two (some argue
three or more) dimensions (Russell, 1980; Schiller et al., 2022). We extended SFN’s argument and turned to
valence as the second dimension of affect. Building upon SFN’s logic, we hypothesised and confirmed that
negative news increases negative valence as captured with the activity of the corrugator muscle. Our work
thereby refines SFN’s theory and shows that negative news causes negative affect. Thereby, we align the
negativity bias theory better with developments in psychology and neuroscience that discuss the importance
of studying multiple dimensions of affect (Schiller et al., 2022).

Our work also has important societal implications. The prolonged experience of negative affect in response
to news could negatively affect both mental (Ford & Feinberg, 2020) and political health (Smith et al., 2023).
Moreover, negative affect could cause news fatigue and ultimately the avoidance of news altogether (de Bruin
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et al., 2021), which could have detrimental negative consequences for democracy (Blekesaune et al., 2012).
Therefore, it is important to understand the affective responses people experience in response to the news.

We identify multiple options for future research. First, the features of the study design could be improved.
SFN manipulated the valence of the stimuli but not arousal. As a reviewer pointed out, it might be worth it to
manipulate arousal independent of valence to see if more arousing content indeed causes arousal. This would
help to determine the exact boundaries of the negativity bias argument. Related to this, future research might
also want to establish the equivalence of different treatments that are negative (and positive) to avoid stimuli‐
specific confounds driving the effects. A more dynamic modelling approach with attention to events in the
treatment could be useful (e.g., Schumacher et al., 2022), but, ideally, this equivalence is achieved in the design
stage by careful pilot testing and validation of materials. Second, we have studied the effects of negativity bias,
while negativity bias might actually be the cause of political information consumption. Stylised experiments
outside of the domain of political communication (New et al., 2007; Nissens et al., 2017) could lead to the
hypothesis that negative news, just like moral content (Gantman & Van Bavel, 2014), captures more attention.
Designs that allow participants to select in (or out) of negative (vs. positive) newsmight show that some people
are more affected by negative news than others (for inspiration of such designs, see Arceneaux et al., 2013).
Third, scholars could take inspiration from work in constructive and solution‐based journalism, which have
been proposed as ways of covering both negative and positive valenced news in a “better” way. We could
envision future research that manipulates these and other forms of journalism to see if negative affect (and
positive affect) are stronger or weaker depending on the way negative (or positive) news is covered.

Our study, like any other, comes with some limitations. First, our study was a pretty close replication of SFN,
but we used, for instance, different equipment, slightly different procedures, and added a new context.
Do these differences affect the results? Here we reflect on some of these concerns. First, does it matter that
we conducted our study in the Netherlands? No, this is unlikely. SFN found little indication that country
characteristics explained variation in the negativity bias, thereby addressing concerns that the negativity
bias is conditional upon context (e.g., Van Bavel et al., 2016). Second, does the specific place where we
conducted the study matter? No, this is unlikely. Our lab has, like any lab, a unique physical makeup.
A recent evaluation of data collected at different locations (a university lab and different lab‐in‐the‐field
settings) showed that the results were robust across contexts (Schumacher et al., 2024). Third, does the
equipment matter? No, this is unlikely. We used different equipment than SFN. At the same time, we think it
is unlikely that the equipment would cause any differences in the results. Our equipment has been used in
the past, by other teams, to successfully capture skin conductance and fEMG activity (Gazendam et al.,
2013; Nohlen et al., 2016; Sevenster et al., 2015). Fourth, does the type of physiological measures used
affect the results? No, this is unlikely. SFN measured SCL and heart rate variability which are relatively
unobtrusive measures. We turned to corrugator activity and had to connect wires to a participant’s face.
We think it is unlikely that our SCL results are affected by the use of the corrugator measure. Moreover, we
think our corrugator measure is valid as we (a) do not tell people about the purpose of the measure and (b) in
other studies we have successfully shown to measure corrugator activity in response to political and
non‐political stimuli (e.g., Bakker, Schumacher, & Rooduijn, 2021; Homan et al., 2023). Last, could the effects
of the stimuli have become weaker over time? No, this is unlikely. The stimuli from SFN are a few years old;
Soroka (personal communication, October 30, 2023) indicated that they are from the period 2015–2016.
One could argue that the stimuli became less powerful because, for instance, journalistic reporting changes
over time and the world might have become more negative. We think this is unlikely as our results for
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valence are consistent across physiological and self‐reported measures. A second concern regarding the
selection of stimuli is that we used only two negative and two positive clips. As discussed, we did this
because our omnibus study had limited space for this replication project. Yet, if the results would hinge on
the exact number of stimuli, then the negativity bias is not a robust effect. Therefore, we think this is unlikely
to bias our results. To summarise, we disregard these limitations. At the same time, we are the first to
acknowledge that similar procedures and equipment are desired when doing close replications. Yet, it is
important to remember that if the negativity bias is a robust finding then the small differences between
study designs discussed here should not affect the results.

Where should we go from here when it comes to doing replication studies in (political) communication
research? We have four concrete recommendations. Recommendation 1: Following Nuijten et al. (2018), we
reanalysed and reproduced SFN’s results at the start of the study. It allowed us to get the effect size
(standardised SCL effect) and showed that the results were robust to the modelling specification we
proposed. Recommendation 2: Following King (1995), we directly replicated SFN’s central finding and
extended it. In doing so, we assess the replicability of the finding (Freese & Peterson, 2017) and generate
new knowledge (i.e., negative news also causes negative affect). Recommendation 3: To verify the results
(see recommendation 1) and directly replicate SFN (see recommendation 2), we needed open data and
materials. We were pleased that SFN provided their data publicly and were able to share the stimuli with us.
This illustrates the point made by Bowman and Spence (2020) about the importance of open data and
materials. Recommendation 4: We need academics like Soroka with a welcoming mindset to replication.
Soroka has been responsive to our questions throughout the project and, most of all, has encouraged us to
pursue this replication project. We recommend scholars take Soroka’s mindset as an example of how to
“deal” with scholars who want to replicate and extend their work.

For those interested in physiological responses to political communication, we have one specific suggestion:
Let us collaborate more. Laboratory studies are time intensive (it takes months to complete a study), they are
costly to start (lab equipment, lab space) and they are costly for participants (one participant per hour). As a
consequence, samples are often small (too small to be sufficiently powered), and novelty is privileged over
replications. Like Chambers (2017), we think replications should, however, be part of the cycle through
which we generate knowledge. Therefore, we urge scholars to make replications standard practice. It is
tempting, also for us, to continue to function as moles (University Library Vrije Universiteit Amsterdam,
2018): Each mole (a researcher or team of researchers) digs its own tunnel and generates its own body of
research. Yet, the tunnels of different moles are not in contact with each other. Thereby we are not
accumulating knowledge across research teams and are not getting closer to understanding the robustness
and replicability of the phenomena of interest (Chambers, 2017). Instead, Rene Bekkers (University Library
Vrije Universiteit Amsterdam, 2018) suggests that scientists could take inspiration from ants: They work
together and get a lot done in close cooperation. We encourage multi‐laboratory collaborations where
scholars free up space in their protocol for others to test their ideas. Scholars with more resources could
especially consider providing space in their protocols to junior scholars and minority researchers. This could
be considered an “act of solidarity” (Lukito, 2024) by those with more resources. Our lab is open to this
opportunity and we encourage interested readers to contact us.

We hope close replications become standard in empirical (political) communication research. Yes, we are aware
that replication studies are still relatively uncommon in quantitative communication research (Bakker, Jaidka,
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et al., 2021; Keating & Totzkay, 2019;McEwan et al., 2018). At the same time, communication researchers hold
positive attitudes towards replication studies and say that replications improve the discipline (Bakker, Jaidka,
et al., 2021; Bowman et al., 2022). Thematic issues, like this one, are ways to stimulate replication studies.
Yet, real change happens when more people start doing replication studies and when editors, reviewers, grant
committees, and hiring committees become more welcoming to them. This requires structural change. At the
same time, this does not excuse individual researchers from trying to change the system. Replications only
become more common if more people start doing them. Therefore, we hope that our study stimulates others
to also engage in replication studies.
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Abstract
The rise of audio‐as‐data in social science research accentuates a fundamental challenge: establishing
reproducible and reliable methodologies to guide this emerging area of study. In this study, we focus on the
reproducibility of audio‐as‐data preparation methods in computational communication research and
evaluate the accuracy of popular audio‐as‐data tools. We analyze automated transcription and
computational phonology tools applied to 200 episodes of conservative talk shows hosted by Rush
Limbaugh and Alex Jones. Our findings reveal that the tools we tested are highly accurate. However, despite
different transcription and audio signal processing tools yield similar results, subtle yet significant variations
could impact the findings’ reproducibility. Specifically, we find that discrepancies in automated transcriptions
and auditory features such as pitch and intensity underscore the need for meticulous reproduction of data
preparation procedures. These insights into the variability introduced by different tools stress the
importance of detailed methodological reporting and consistent processing techniques to ensure the
replicability of research outcomes. Our study contributes to the broader discourse on replicability and
reproducibility by highlighting the nuances of audio data preparation and advocating for more transparent
and standardized practices in this area.
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1. Audio‐as‐Data Tools: Reproducing Computational Data Processing

Like other disciplines, communication and media researchers have increasingly been concerned with the
replicability of the field’s research (Benoit & Holbert, 2008; McEwan et al., 2018). Replicability and
reproducibility are critical for research: Without them, it is unclear whether a particular finding is a
consequence of nuanced research decisions or an actual finding. However, methodological obfuscation of
data collection, preparation, and analysis (intentionally or otherwise) continues to plague replication and
reproduction efforts. Open science efforts—particularly those tailored to our field—provide new avenues for
producing more empirically grounded research (Dienlin et al., 2020), but blind spots remain.

One blind spot of interest to us, specifically in computational communication research, is data preparation:
the steps for cleaning and wrangling the data for analysis. While challenges to reproducing data collection
methods and sharing data persist (for more, see Van Atteveldt et al., 2019), data preparation is often
glossed over or subsumed as part of the data analysis process, particularly if researchers are relying on
computers (Plesser, 2018). However, replicating and reproducing data preparation processes is critical as
the results of two studies may vary because of data cleaning, even when holding the analysis or collection
strategies constant.

This study explores reproducing data preparation practicesmore concretely by focusing on audio‐as‐data tools
for data preparation.We chose this type of data for three reasons. First, there is increasing scholarly interest in
audio data (likely driven by the growing popularity of digital audiovisual content), particularly spoken language.
Second, researchers often transform audio‐as‐data into other data forms as a part of the data preparation
process, such as when researchers turn spoken language into a transcription for text‐as‐data approaches.
Third, there has yet to be an empirical study that compares whether different audio‐as‐data processing tools
produce similar results.

To assess whether results from audio‐as‐data processing tools will reproduce, we consider two important
data preparation practices for audio data: automated transcription and audio signal processing for
computational phonology. Using two datasets of right‐wing talk shows, we compare the results of four tools,
two for transcription and two for detecting pitch and intensity. Our results find that, while these tools
produce similar results, the nuances of each tool produce subtle differences that highlight why replication
and reproduction studies must account for variations in data preparation.

2. Literature Review

2.1. Conceptualizing Audio‐as‐Data

We define “audio‐as‐data” as approaches for computationally processing and analyzing auditory
communication (including, but not limited to, music, speech, and noise) to address important questions in
political and social life. The field of communication is currently dominated by the “text‐as‐data” approach,
often because of convenience and size (Lukito, Brown, et al., 2023). Studies involving multimedia content
such as radio, television, or podcasts often deal with audio data by textual transcription, during which the
auditory features (e.g., pitch, loudness, tone) are lost (Dietrich et al., 2019; Knox & Lucas, 2021).
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Despite audio data becoming more prominent in digital spaces, there are relatively few audio‐as‐data studies
(Piñeiro‐Otero & Pedrero‐Esteban, 2022). It is not just the content of speech but its delivery that informs us;
auditory cues in political speech, for instance, can subtly yet significantly indicate emotion and stance and
change opinions (Dietrich et al., 2019; Klofstad et al., 2012; Knox & Lucas, 2021). It is worth noting that none
of the above three studies used any additional software to validate the output of audio features produced by
one software: Dietrich et al. (2019) and Klofstad et al. (2012) both used praat only to measure pitch (Jadoul
et al., 2018), whereas Knox and Lucas (2021) used the “communication” R library to produce audio features
(Lucas, 2022).

Spoken language, as a type of audio‐as‐data, can processed with two approaches: a reductive approach and
an additive approach (Lukito, 2023). Reductive approaches remove information from a dataset because that
information is irrelevant to a particular project or research question. In the context of audio data, the most
common reductive approach transforms audio data into text, removing auditory cues and facilitating
text‐as‐data approaches through automated transcription. Automated transcriptions have the advantage of
speed and scale: Automated transcriptions take a fraction of the time compared to manual transcription.
One common concern is accuracy: Older automated transcription tools often made mistakes, and manual
tools were necessary to correct automated transcription (e.g., Luz et al., 2008). However, the ubiquity of
digital video content has motivated demand for automated transcription, resulting in considerable
improvements over the last decade, both in terms of accuracy (Bokhove & Downey, 2018) and in the variety
of languages considered (Wisniewski et al., 2020).

Whereas reductive approaches remove unnecessary (in the context of a study) information, additive
approaches involve highlighting or annotating information so that these features can be more easily studied.
Additive approaches enrich our understanding by highlighting auditory features, employing audio signal
processing for both speech and music to identify characteristics like pitch and intensity, two of the most
popular auditory features studied (Gold et al., 2011; Purwins et al., 2019). Pitch refers to the frequency of the
wavelength of a sound. Higher‐pitched sounds tend to be shriller, with more frequent oscillations. By contrast,
lower‐pitched sounds are deeper. To use a musical example, sopranos are higher‐pitched, and baritones are
lower‐pitched. Pitch algorithms have advanced the study of accents and vocal nuances like sarcasm (Iosad,
2015; Larrouy‐Maestri et al., 2023). Previous studies have found that pitch can impact a political candidate’s
electability; Klofstad (2016), for example, found that candidates perceived to have a lower pitch generally
received more votes than their higher‐pitched opponents, though this may vary by gender.

Whereas pitch is described concerning highness and lowness, intensity refers to the number of sound waves
passing through an area per second. Intensity and loudness are related, as a more intense sound will be
perceived as louder by the human ear (for this reason, intensity and loudness measures are often highly
correlated; this was also the case for our study). Intensity measures have been applied to emotional analysis
and acoustic engineering (Chen et al., 2012; Indrayani et al., 2020; Larsen & Aarts, 2005). In other auditory
analyses, auditory attributes such as duration (how long an auditory note is held) and timbre (distinctions
between two instruments or two voices) are also considered. However, these are studied more regarding
music (e.g., Krumhansl & Iverson, 1992) rather than spoken language (e.g., Dietrich et al., 2019).

Despite their growing use in disciplines such as computer engineering and linguistics, these tools have
comparatively few applications in media and communication research (for an exception, see Shah et al.,
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2023). This scholarship may be scant because of perceived applicability, as few studies have shown how
researchers can leverage these tools to study media. However, we hope these audio‐as‐data methods
become more accessible to our field. As communication and media scholars have long studied audio media
(e.g., Christenson & Lindlof, 1983; Spinelli & Dann, 2019), it stands to reason that adopting these methods
will become more widespread in the literature. If so, communication researchers must compare these tools
to understand how computational phonology and audio signal processing tools should be applied.

2.2. Replicable and Reproducible Audio Data Preparation

Over the past few decades, social scientists have raised concerns about the replicability and reproducibility
of research. While related, these two terms are conceptually distinct (National Academies of Sciences,
Engineering, and Medicine, 2019), so it is important to define this terminology. The National Academies of
Sciences, Engineering, and Medicine (2019) defines reproducibility as using the same input data and data
processing and producing similar results—They describe this as “computational reproducibility” (p. 6).
In contrast, replication refers to finding the same results from two separate data collections. Other
definitions are more ambiguous; for example, Nosek and Errington (2020) define replication as “a study for
which any outcome would be considered diagnostic evidence about a claim from prior research” (p. 2).
Adding further confusion, other researchers have presented conflicting definitions; for example, Plesser
(2018) defined replicability as when two different teams apply the same research design and produce similar
results, whereas reproducibility refers to different research teams applying different research designs yet
producing similar results (Plesser also defines “repeatability” as being able to repeat one’s own research and
produce similar results).

One gap in this literature is the reductive treatment of the research design, which often includes multiple
steps such as data collection, data processing, and data analysis; however, collection and analysis are often
emphasized compared to data processing. For example, Plesser’s distinction between research repeated by
the same team versus research replicated or reproduced by a different team emphasizes differences in data
collection (e.g., location of the research team). Similarly, many definitions of replicability and reproducibility
focus on the outcome of the research (Howell, 2020; National Academies of Sciences, Engineering, and
Medicine, 2019; Nosek & Errington, 2020). While it is important to define these concepts, focusing solely on
definition misses a key issue with research on replicability and reproducibility: What part of any given
research process becomes unreplicable or unreproducible? Furthermore, what does replicable and
reproducible mean in data preparation? Suppose a team conducts a “reproduction study,” but uses different
software to conduct optical character recognition, are changes in the results of substantive changes in the
context or case studied, or a result of the different software used to process the data?

In the context of computational data processing, we define “reproduced processing” as using the same data
and the same methods to produce the same data outcomes, despite using different software to conduct the
methods. This definition draws conceptually from the definition of reproduction as using the same data and
methods and recognizes software as a research tool that should (but may not) produce similar results.

Assessing the reproducibility of transformations to data is not new. There is a large body of research
concerning the sensitivity and consistency of text analyses based on choices in preprocessing (Hegazi et al.,
2021; Naseem et al., 2021; Tabassum & Patil, 2020). Different choices in text preprocessing have even been
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shown to change the performance of downstream models and analyses (Alakrot et al., 2018; Juneja & Das,
2019). For example, Denny and Spirling (2018) show how different choices in pre‐processing data for
unsupervised learning (such as punctuation removal, lowercasing, stemming, and stopword removal) could
produce different latent Dirichlet allocation topic modeling results such that important keywords were only
present in the top‐20 important terms for a topic for some pre‐processed data and not others.

In audio data, the proliferation of methods and tools for analysis poses the same challenges as text. More
specifically, there is a need for methods to validate audio analyses. This manuscript proposes a method for
validating audio‐as‐data processing tools, a step in the audio data analysis pipeline.

2.3. Conservative Talk Radio

We apply these strategies to conservative talk radio. Though talk radio has long existed as a form of mediated
communication (Armstrong & Rubin, 1989; Avery et al., 1978), conservatives within the United States have
leveraged this media format to gain popularity and motivate political action (Matzko, 2020; Young, 2020).
However, these tools apply to other audio data, particularly other forms of spoken language (e.g., podcasts,
interviews, interpersonal communication, voicemails, and digital videos).

Talk radio combines elements of “shock jock” broadcast entertainment with the promotion of conservative
viewpoints, usually hosted by an individual charismatic host. By forming talking points reinforced and amplified
within conservative newspapers and on right‐wing television, talk radio hosts effectively attack liberal ideas
and defend conservatism to their audiences, ultimately driving the rise in outrage as a political media style
(Berry & Sobieraj, 2013). Talk radio, as the name suggests, predominantly consists of spoken language by
one or several speakers, but it will also include music without words, particularly as brief transitions between
sections or as the background of advertising content and introductions.Many talk radio shows, including those
studied here, are several hours long and are broadcast daily.

While there have beenmany popular conservative talk radio hosts, two epitomize themedium: Rush Limbaugh
and Alex Jones. Limbaugh, dominant in the 1990s, influenced public opinion (Barker, 1998; Hall & Cappella,
2002; Jamieson et al., 1998; Lee & Cappella, 2001) and conservative rhetoric (Harris et al., 1996). He paved
the way for contemporary right‐wing media figures, including Glenn Beck and Sean Hannity, many of whom
have evolved beyond talk radio into distributing their audio content through podcasting (e.g., Dowling et al.,
2022) or YouTube (e.g.,Wurst, 2022). Conversely, Jones, known for hosting The Alex Jones Show and Infowars
(https://www.infowars.com) since 1999, shaped the conspiratorial wing of modern conservatism in the United
States (Beauchamp, 2016), using his platform to propagate conspiracy theories, leading to significant legal
and social repercussions (Slater, 2022). His “dangerous demagoguery” (Mercieca, 2019) fosters a unique bond
with his audience, affecting trust and media interaction (Madison et al., 2019, 2020), thereby contributing to
a fragmented reality among his listeners (Dunne‐Howrie, 2019).

We use these two conservative talk show hosts as cases because of their social and political relevance and
substantial amount of content: three hours daily. They provide vast and rich corpora of speech‐language,
making them ideal for comparing and validating audio‐as‐data tools. Another advantage of talk radio is that
it is professionally produced, making it similar to traditional radio, podcasts, and broadcast television content.
Audio data produced professionally tends to have greater clarity, as the speakers use professional equipment
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and background noise may be minimized. In contrast, both reductive and additive processing may be more
difficult in informal recordings with significant background noise. Thus, we expect these results to be most
relevant to professionally produced audio media with limited music.

Based on the above literature, we propose the following two research questions:

RQ1: When processing talk radio audio data into transcripts, to what extent will two different tools
for automated transcription reproduce similar data?

RQ2: When processing talk radio audio data to annotate audio features, to what extent will two
different tools for audio feature annotation reproduce similar data?

3. Methods

3.1. Data Collection

For our analysis of audio data, we collected data from two right‐wing media figures: Alex Jones and Rush
Limbaugh. First, the primary data source for our audio recordings of The Alex Jones Show was the official
Infowars website’s RSS section, specifically titled “Infowars Audio/Video Resource Links.” This digital archive,
accessible to the public, offers a vast collection of episodes spanning multiple years. In this article, we
downloaded all shows from January 1, 2016 to December 31, 2018. We select this time period as Jones
received significant and negative attention for his talk shows during this time (in late 2018, Jones was sued
by several parents of victims of the Sandy Hook shooting, leading to greater scrutiny of his show; see
Williamson, 2022). Each episode within this period adheres to a distinct and consistent URL format,
integrating the broadcast date and the day of the week. We employed a custom‐built Python tool built on
the urllib Python library to ensure a systematic and efficient data retrieval process. This software was
designed to: (a) navigate sequentially through the dates from the start of 2016 to the end of 2018,
(b) dynamically generate the appropriate URL for each episode based on the date, and (c) initiate the
download of the associated audio file, ensuring data integrity and completeness. We sampled 100 episodes
from this three‐year period to use in the analysis.

Next, we collected audio data for The Rush Limbaugh Show.We used Python code and scraped the audio files
hosted on the website (https://www.rushlimbaugh.com) in October 2022. Due to data availability, we could
download all Rush Limbaugh shows between January 1, 2020, and June 30, 2021. We randomly sampled
50 shows from 2020 and 50 from 2021 for The Rush Limbaugh Show.

3.2. Reductive: Transforming Audio Data to Text Data

After downloading the audio transcripts, we performed automated speech‐to‐text using two tools: Google
Cloud Platform (GCP) Speech‐to‐Text and OpenAI’s Whisper speech‐to‐text processing. First, we used
Google Speech‐to‐Text, a leading automatic speech recognition tool (Shakhovska et al., 2019), to generate
transcripts of the audio recordings. After experimenting with various models, we settled on Google’s
“latest_long” with default parameters. To identify different voices within the recordings, we incorporated a
diarization configuration, setting the speaker count to range between 2 and 10. The transcription process
was automated using a Python script. This approach also significantly reduced the overall processing time.
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Compared to GCP Speech‐to‐Text, OpenAI Whisper is newer. However, it has already been applied to study
a variety of communications, including political discourse (Bianchini et al., 2023) and social media audio
(e.g., Sihag et al., 2023). Whisper is an “automated speech recognition” tool for multiple languages (Radford
et al., 2023). Like other OpenAI tools, Whisper leverages large neural networks—in this case, for conducting
automated transcription. The Whisper package in Python contains five models varying in size (and, by
extension, speediness and processing requirements). We use the base, English‐only model as we anticipate
that neither Limbaugh nor Jones would have much non‐English in their shows. Open AI’s Whisper
transcriber is imperfect, but it has achieved significant milestones to make it more applicable to human
subject research. We keep these scales at cost by minimizing machine translation for contextualization;
however, we acknowledge the process is also subjective.

Owing to cost (while Open AI’s Whisper is free, the cost of GCP’s Speech‐to‐Text was about US$50 per
transcript, with an overall transcription cost of US$4,106), we only conducted this comparison on Alex Jones
for this analysis. In addition to these two specific tools, there are other popular speech‐to‐text processors that
we did not consider due to costs, including Amazon Transcribe (which is known to suffer from long processing
times), Microsoft Azure Cognitive Services (which is the costliest for very long recordings, such as talk shows),
and IBMWatson Speech to Text (which is more sensitive to more noisy data). While our analysis is exclusively
focused on the spoken English language, it is worth noting that of these tools, GCP Speech‐to‐Text can support
a greater variety of languages.

3.2.1. Tool Comparison

To compare the speech‐to‐text results of GCP’s Speech‐to‐Text with Open AI’s Whisper, we compared the
transcripts usingword error rates (WERs; Klakow&Peters, 2002).WER is ametric that quantifies the difference
between the two documents—in this case, the two transcriptions. It measures the percentage of words in
the reference transcription incorrectly recognized or omitted in the system’s output. Importantly, this is not a
measure of understanding (Wang et al., 2003) but a measure of similarity; that is, to what extent are the data
similar when the procedure is reproduced across these two tools?We calculated aWER for each episode using
the {wersim} package (Proksch et al., 2019). A lower WER is typically better, whereas a higher WER suggests
differences in the two transcripts. Previous work has consideredWERs of 0.70 to be different (e.g., Jeanrenaud
et al., 1995), and more recent studies have considered WERs of 0.40 to be “high error rates” (Morchid et al.,
2016, p. 76). This analysis aims to compare the results of Whisper and GCP Speech‐to‐Text.

An important caveat here involves the data processing for Whisper: WhisperAI has a maximum size of 25 MB.
As most of Alex Jones’s shows are long (most MP3 recordings were about 55 MB), it was necessary to split
the data into three files before proceeding with the analysis. Once these were transcribed, we then combined
the three files.

3.3. Additive: Annotating Audio Features

We additionally compare and validate tools that enhance and annotate audio data with information about
pitch and intensity, two important metrics in signal processing and auditory analysis (Samrose &Hoque, 2021).
To make this comparison, we focus on two packages: parselmouth (Jadoul et al., 2018) and librosa (McFee
et al., 2015).
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Parselmouth is a Python interface for praat, one of phonology’s most popular computer software tools
(Kinoshita, 2015; Loakes & Keith, 2013). Praat—and by extension, parselmouth—detects various audio
signals, including pitch, tonal intensity, loudness, formants, pacing, and timbre. This tool makes studying
accents, prosody (the pacing of someone’s speech), and other spoken language phenomena especially useful.
For example, Lukito, Gursky, et al. (2023) used praat to study in‐person rhetoric at a far‐right QAnon event.

Librosa is a tool used for auditory signal processing. Whereas praat and parselmouth are common in
linguistics, librosa appears to be more popular in computer engineering and signal processing research to
detect sociolinguistic features such as emotion (Babu et al., 2021) and sarcasm detectors (e.g., Tomar
et al., 2023).

While someother tools can conduct audio analysis, these twowere selected because they specialize in analysis.
Other relevant pages include Pysptk, which is also used for speech synthesizing (the artificial production of
spoken language) and TorchAudio, which is built on top of PyTorch and, while useful, is more geared towards
preparing audio data for machine learning rather than extracting pitch and intensity accurately.

We focus on intensity and pitch detection for this analysis because both are available in parselmouth and
librosa, and because of their popularity in signal processing and auditory research. Intensity is most commonly
measured using the root mean square amplitude of a sound wave (parselmouth’s function is “intensity” and
librosa’s is “rms,” which stands for root mean square). The larger the root mean square, the more intense
(or louder) the sound.

Compared to intensity, pitch detection is more challenging. In signal processing and computational phonology,
there is no definitive algorithm or way to calculate pitch (Verteletskaya et al., 2009). Correspondingly, these
two packages take two different approaches: In parselmouth, pitch is derived from the approximate lowest
frequency of the waveform (also known as the fundamental frequency), whereas in librosa, pitch is derived
from the melspectogram, an approximation of the waveform’s amplitude and frequency over time. In both
cases, a higher score constitutes a higher pitch.

3.3.1. Tool Comparison

To compare parselmouth and librosa, we use both to detect the same auditory features (i.e., intensity and
pitch) and compare the features extracted with each. For this analysis, we ran the Alex Jones and Rush
Limbaugh samples through both. Our goal is to compare the results of parselmouth and librosa for the same
transcripts. Notably, both parselmouth and librosa’s outputs used different levels of time aggregation,
resulting in different numbers of time points. More specifically, parselmouth’s analysis was often more
granular than librosa’s, resulting in typically two to three more time points. Additionally, to make matters
more complicated, parselmouth relied on different levels of aggregation for both its mel‐spectrometer (for
pitch detection) and its intensity detection.

Because these strategies resulted in different temporal aggregation levels, we apply dynamic time warping
(DTW) to compare the librosa and parselmouth processing results. DTW is a common approach to compare
two‐time series that do not perfectly synchronize or vary in speed (Berndt & Clifford, 1994). DTW models
leverage non‐linear mapping to identify a minimized distance between two or more time series. In DTW,
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distance is measured on a scale of 0 to 1, with 0 being perfect alignment (no distance, or difference, between
the time series) and 1 being no alignment (i.e., substantive differences between the time series).

To prepare the data for DTW, we first normalized the time series data (Shao, 2015) to ensure appropriate
comparisons of scale between the two‐time series. We then conduct four DTW comparisons using the
R package {IncDTW} (Leodolter et al., 2021), which provides a vector‐based approach to DTW and greater
computational efficiency. This step is important for longer‐form content, such as podcasts, which create long
and highly granular time series data (compared to short online videos and clips). The four DTW comparisons
are: (a) a comparison of intensity in Alex Jones’s Infowars recordings, (b) a comparison of pitch in Alex
Jones’s Infowars recordings, (c) a comparison of intensity in Rush Limbaugh’s recordings, and (d) a
comparison of pitch in Rush Limbaugh’s recordings. Below, we present the results for the intensity
comparisons and then the pitch comparisons, which are measured as the average distance between each of
the point pairs in the two‐time series.

4. Results

Our collection consists of 100‐episode samples from two sources: Alex Jones’s Infowars from 2016 to 2018
and The Rush Limbaugh Show from2020 to 2021. Both shows are roughly three hours long, totaling 600 hours
(about 300 for Jones and Limbaugh each). We begin with comparing the speech‐to‐text tools for Alex Jones
(GCP Speech‐to‐Text and OpenAI’s Whisper), using WER to assess differences in the transcripts. We then
compare the computational phonology tools (librosa and parselmouth) using DTW to understand whether
these tools produced different auditory features.

4.1. Transcription Results

To address RQ1, we compare the results of GCP’s Speech‐to‐Text with OpenAI’s Whisper using WERs. For
Alex Jones, the average WER across the 100 videos was 0.76 (𝑆𝐷 = 0.21), suggesting a substantial
difference between the transcripts produced by GCP Speech‐to‐Text and Whisper (to compare, the WER for
two different episodes was 0.95). These results are presented in Table 1.

A qualitative assessment of the recordings suggests several reasons for this. First, the data splitting ultimately
impacted the transcription process despite no content removal. Sometimes,Whisper would not transcribe the
first few words of each respective section, resulting in some discrepancies.

A second reason may be related to Whisper’s default identification of syntax structure (in particular,
punctuations and proper nouns). Whereas automated punctuation requires a secondary model (that was not
used in this analysis), Whisper’s automated transcription provided fairly accurate punctuations and
identification of proper nouns, making it more likely to transcribe names of public figures and groups
correctly. We illustrate with an example below (Table 2), from an episode in 2016.

Table 1.WER metrics for Alex Jones data.

Metric M SD Min Max

WER 0.762 0.214 0.54 0.89
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Table 2. Comparison of GCP Speech‐to‐Text and OpenAI Whisper.

GCP Speech‐to‐Text OpenAI Whisper

LeonMcAdoo this put together a powerful six‐minute
report today that was going to be airing on the Nightly
News tonight it’s still will we’re going to be premiering
that here but also be on with more tonight than she’s
going to Flint Michigan and this evening or tomorrow
morning soo

LeanneMcAdoo has put together a powerful six
minute report today that was going to be airing on the
nightly news tonight. And it still will. We’re going to be
premiering that here, but we’ll also be on with more
tonight. And she’s going to Flint, Michigan this
evening or tomorrow morning.

It is important to note that while Whisper appeared to have more accurate punctuations and proper noun
identification, bothwere relatively inconsistent when it came to individual words that are also in portmanteaus
(e.g., “takeaway” the noun and “take away” the verb and adverb).

A third reason is that both tools transcribed filler words (e.g., “you know,” “ok”), interjectory words (e.g., “wow,”
“yuck”), and repeated words (e.g., “let, let me start..”) differently and inconsistently, which was particularly
problematic for sections involving two speakers. GCP was more likely to include repeated and interjectory
words, including those spoken softly and in the background. However, this was also inconsistent: There were
places where Whisper had identified repeated words, but GCP had not.

4.2. Computational Phonology Results

To address RQ2, we now turn to our analysis of the auditory feature annotations from parselmouth and librosa.
Given the differences in how these two tools process the audio data, and in alignment with our methods
section, we use DTW to compare the output of these two tools.

Generally, we find that librosa and parselmouth have similar detections of intensity. For the Alex Jones data,
the average distance between the two‐time series, across our 100‐podcast sample, was 0.30 (𝑆𝐷 = 0.04),
suggesting that librosa and parselmouth had similar identifications of intensity, though these were not
identical. Similarly, the average distance between the librosa‐derived and parselmouth‐derived intensity
time series for Rush Limbaugh was 0.27 (𝑆𝐷 = 0.014), suggesting that these findings are consistent across
podcasts. By comparison, the DTW for intensity of two Alex Jones shows (distance = 0.68) and two Rush
Limbaugh shows (distance = 0.74) was very high.

The difference between librosa and parselmouth for pitch is similar. In the case of Alex Jones’s data, we find
that the average distance between librosa and parselmouth’s normalized measure of pitch is 0.30
(𝑆𝐷 = 0.04). For Rush Limbaugh, the average distance is 0.29 (𝑆𝐷 = 0.016). For comparison, we calculated
DTW for intensity of two different Alex Jones shows (distance = 0.77) and two different Rush Limbaugh
shows (distance = 0.82). These results are presented in Table 3.

As expected for both pitch and intensity, we find that parselmouth’s output is more granular than librosa.
Figure 1 illustrates this with a 10‐second normalized sample comparison of how parselmouth (red) and librosa
(blue) operationalized auditory intensity (from the January 19, 2016 Infowars recording). In this figure, “index,”
the horizontal axis, refers to the length of the time series (parselmouth’s output has more time points and will
therefore have a longer index). The y‐axis refers to the intensity value as measured by parselmouth or librosa.
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Table 3. DTW metrics for Alex Jones and Rush Limbaugh data.

Radio host Feature M SD Min Max

Jones Pitch 0.306 0.04 0.251 0.322
Jones Intensity 0.308 0.043 0.262 0.347
Limbaugh Pitch 0.295 0.016 0.279 0.315
Limbaugh Intensity 0.271 0.014 0.255 0.289

1

0

V
a
lu
e

–1

0 10 20

Index

30

Parselmouth

Librosa

Figure 1. Ten‐second time series of intensity as measured by parselmouth and librosa.

The dotted lines between the parselmouth and librosa lines refer to the optimal alignment. In the case of this
data, one librosa point may be illustrated by many parselmouth points (the first librosa point on the bottom
left has 11 parselmouth points, for example).

While this granularity may be useful when researchers are identifying a millisecond‐level analysis (such as with
fMRI or physiological phenomena; see Jahn et al., 2022; Lang et al., 2009), these differences may not be as
substantive at higher levels of aggregation, such as at the daily or monthly level.
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5. Discussion

Our comparison of the speech‐to‐text and computational phonology tools suggests several differences.
Regarding automated transcription, the WER indicates that GCP Speech‐to‐Text and OpenAI’s Whisper may
differ. Notably, GCP appears to provide more direct transcriptions, including stutters and fillers, whereas
Whisper’s transcriptions may have these auditory features removed. Based on these findings, we suggest
that researchers select a transcription tool that aligns best with their question or the type of spoken
language they seek to study. For example, researchers studying anxiety and pausing in interpersonal
conversation may want to identify filler words. However, studies of scripted broadcasts, which already lack
many of these language features, may be better suited for processing by OpenAI’s Whisper. We also
encourage researchers to consider the cost difference between these two tools and whether the increased
price for GCP justifies its use.

The comparison of librosa and parselmouth indicates that these two tools were more similar, at least regarding
pitch and intensity. However, we also found that parselmouth providedmore granular data. This difference has
its benefits and disadvantages: Millisecond‐level analyses may be necessary for some types of data (e.g., fMRI).
However, the more granular output also results in larger and more computationally intensive datasets.

These results highlight the importance of reproduced processing for audio‐as‐data. While the results
produced by the two automated transcription tools (the reductive processing approach) and by the audio
feature extraction tools (the additive processing approach) were similar, our study also found some key
differences that may motivate researchers to use one tool over the other. This is an essential consideration
for reproduction and replication studies as results may not reproduce, not because of the data or context,
but because of a difference in processing. Such findings also highlight the importance of methodological
transparency and being specific about what packages or programs a researcher used to process their
audio data.

In conducting this work, we contribute to the growing literature on data processing (e.g., Denny & Spirling,
2018; Tabassum & Patil, 2020)—and, specifically, its reproducibility—and expand it in the context of
audio‐as‐data. By showcasing methods for reductive and additive processing, and by comparing several
tools, we hope this work motivates other media and communication scholars to study audio data more.

Based on these findings, we make several important recommendations for improving the replicability and
reproduction of research using audio‐as‐data. First, reproduction studies should use the same processing
approaches, if possible. It is not only a matter of using the same methods, but being explicit about the
specific tool, software, programming language, or package/library used to conduct the analysis. Because of
the myriad of ways researchers can prepare their data—particularly in computational research and content
analysis methods—the ability to replicate a finding is contingent on methodological clarity.

This result leads to our second recommendation: Researchers must also be transparent in their processing
approach, including providing information about the tools they used, the version of that tool (if relevant), and
the specific steps they conducted in data preparation. This recommendation alignswith open science practices
(Dienlin et al., 2020), particularly regarding making research materials more open.
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Finally, researchers should validate their results with reproducible processing (i.e., using different processing
software to achieve the same task). This procedure ensures the robustness of one’s results. Future studies
can build on this work by analyzing data processing tools across different types of media (e.g., podcasts,
social media content, broadcasts of speeches). For example, one area that would benefit from a greater
assessment is the consideration of audio‐as‐data with music features. While some parts of talk radio contain
music (e.g., advertisements), most talk radio audio is spoken language; as such, a limitation of our study is its
focus on spoken language. Future studies should seek to reproduce these results with media content that
contains music audio, including recordings of songs and movies. Another limitation of this study is our focus
on English‐language talk radio. As GCP Speech‐to‐Text claims to support 125 language variations, and
OpenAI Whisper claims to support 99, future work can and should consider how these tools may expand
non‐English audio‐as‐data studies.
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Abstract
Systematic literature reviews (SLRs) are an effective way of mapping a research field and synthesizing research
evidence. However, especially in communication research, SLRs often include diverse theories and methods,
which come with a considerable downside in terms of reproducibility and replicability. As a response to this
problem, the present article introduces the method of standardized sampling for systematic literature reviews
(STAMP). The method is a structured, four‐stage approach that is centered around score‐based screening
decisions. Originating from principles of standardized content analysis, a method common in communication
research, and supplementing established guidelines like Cochrane or PRISMA, the STAMPmethod contributes
to more transparent, reproducible, and replicable SLR sampling processes. As we illustrate throughout the
article, the method is adaptable to various SLR types. The article also discusses the method’s limitations, such
as potential coder effects and comparatively high resource intensity. To facilitate the application of STAMP,
we provide a comprehensive guideline via the Open Science Framework that offers a succinct overview for
quick reference and includes practical examples for different types of SLRs.

Keywords
content analysis; replicability; reproducibility; STAMP method; standardized sampling; systematic literature
review

1. Introduction

Systematic literature reviews (SLRs) are an effective way of mapping a research field, synthesizing research
evidence, and distinguishing “between real and assumed knowledge” (Petticrew & Roberts, 2006, p. 2).
However, when applied in the social sciences, such as in communication research, scholars often face a
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theoretically and methodologically diverse range of publications that do not permit quantitative
summarization of results. For example, when summarizing evidence on the production or use of news,
literature samples might well include both semi‐structured interviews and ethnographies as well as
standardized or automated content analyses and experiments (e.g., Anter, 2023; Melchior & Oliveira, 2022).
Furthermore, the research interests of SLRs in communication research often extend beyond synthesizing
knowledge on a specific question. Instead, these SLRs repeatedly aim to build theories, critically investigate
a research field, and identify its weaknesses and research gaps (e.g., Engelke, 2019; Ratcliff et al., 2022; see
also Paré et al., 2015). Against this background, traditional meta‐analyses that aggregate quantitative data
from similar studies to determine an overall effect estimate (Davis et al., 2014) are often unsuitable for SLRs
in the field of communication. Instead, quantitative analysis is primarily employed for mapping the research
field in terms of study characteristics and theories as well as applied methods (e.g., Kümpel et al., 2015).
For synthesizing existing evidence, many SLRs also apply qualitative techniques such as textual analysis
(e.g., Humayun & Ferrucci, 2022) or open coding of relevant text parts (e.g., Belair‐Gagnon & Steinke, 2020).
However, despite the necessity and utility of these mixed‐methods or qualitative SLRs, these approaches
come with a considerable downside in terms of reliability and reproducibility. In fact, it is hardly possible to
calculate reliability scores for qualitative content analysis, nor is it feasible to reproduce the analysis
precisely since qualitative techniques generally allow for more interpretive freedom. Against this backdrop,
the screening and selection process of the publications becomes even more critical for the diverse range of
SLR efforts in communication research, including (partly) qualitative, quantitative, computational, or
mixed‐methods SLRs. Accordingly, this article addresses the need for improved reproducibility and
replicability in SLR samples given a heterogeneous research field, advocating for using standardized content
analysis to systematically apply eligibility criteria to literature selection.

To date, to the best of our knowledge, this issue has not been thoroughly addressed in established practical
guides for SLRs nor in existing SLRs. For instance, while Petticrew and Roberts (2006) offer detailed
information about developing criteria for the inclusion or exclusion of publications and conducting the
literature search, they appear to “skip” the critical step of applying the criteria to the publications resulting
from the literature search. Similarly, the PRISMA protocol (Page et al., 2021, Item 8), which many SLRs in the
field of communication already adhere to (e.g., Melchior & Oliveira, 2022; Pirkis et al., 2019), the SLR
preregistration form recently provided by van den Akker et al. (2023), and the guidelines provided by the
Methods of Synthesis and Integration Center (Pigott & Polanin, 2020) emphasize the importance of the
screening stage and discuss different approaches (e.g., priority screening for only highly relevant records or
single screening of all records). Still, they neither offer guidance on how to apply the eligibility criteria
systematically to specific parts of the publications nor do they elaborate on efficiently documenting the
screening and selection process—especially for the sake of reproducibility.

Correspondingly, many existing SLRs in the field of communication describe both their literature search
procedure and the development of their criteria in a detailed manner (e.g., Belair‐Gagnon & Steinke, 2020;
Engelke, 2019). However, information about the inclusion/exclusion process often remains limited to
whether and when researchers applied criteria to the abstract or the whole text. In addition, it is often
unclear under what criteria researchers consulted the abstract or the full text for their inclusion decision
(e.g., Hase et al., 2023), or full texts are not consulted at all (e.g., Joris et al., 2020). Therefore, even though
the screening result (inclusion/exclusion) is sometimes provided, readers and researchers may find it
challenging to replicate the sampling process or even reproduce the sampling decision for single
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publications—especially regarding the content criteria, such as for assessing the thematic fit of a publication.
This issue becomes even more significant in the case of SLRs that do not (e.g., Gambo & Özad, 2020) or only
vaguely (e.g., Castells‐Fos et al., 2023) provide their eligibility criteria.

In response to the issues regarding the replicability and reproducibility of SLR sampling processes outlined
above, we argue that the screening and selection of literature (i.e., sampling) significantly benefit from
standardized content analysis, a method that is genuine to and prevalent within communication research
(Haim et al., 2023, p. 280). The method is described as a valid and replicable measurement of texts’ meaning
by assigning categories to content (Krippendorff, 2004, p. 18). This describes what standardized SLR
sampling should involve: predefined categories (i.e., eligibility criteria) that are systematically applied to
specific text parts in an academic publication (i.e., title, keywords, abstract, or full text). This coding provides
the basis for inferring a publication’s fit with the SLR’s research interest. Understanding SLR sampling as
standardized content analysis also means making use of the research techniques that have been developed
to ensure reproducibility and replicability—methodological requirements that do not only apply to content
analysis but have been dealt with prominently in the respective literature (e.g., Haim et al., 2023; Lombard
et al., 2002). Most basically, applying these techniques instructs researchers not only to report the eligibility
criteria and the inclusion results of their SLR sampling (as is already common for SLRs in our field) but also to
plan, conduct, and document the whole sampling process systematically and transparently.

To guide this process, we propose a four‐stage approach for systematically sampling publications applicable
to the variety of SLR efforts in communication research. At its core, the procedure employs scores that
quantify a paper’s eligibility for the respective SLR to standardize and protocol the sampling process, which
is why we propose our so‐called STAMP method for STandardized sAMPling. Specifically, the STAMP
method includes:

• Stage 1: The development of eligibility criteria for including publications and reflecting the review’s
objective and scope;

• Stage 2: The identification of potentially relevant literature through databases;
• Stage 3: Narrowing the sample by assigning an abstract‐based screening (ABS) score;
• Stage 4: Determining the final sample by assigning each publication a full‐text reading (FTR) score.

We particularly emphasize the importance of thorough documentation of every step in the review protocol,
which functions as a codebook for the content analyses conducted in Stages 3 and 4, when the eligibility
criteria are applied to the publications in order to deduce the score‐based screening decision. This
continuous documentation of each screening stage allows researchers to constantly reflect on the SLR’s
progress to conform to its goals. The procedure also increases both the replicability and the reproducibility
of the SLR’s findings: Using STAMP and its rigorous documentation enables both replicating the SLR with
newly compiled literature samples and reproducing the coding process within the same literature sample.
Another benefit of the proposed method is its customizability to different research questions and
techniques: Our prior SLRs show that the procedure is convenient for both evidence‐summarizing SLRs that
investigate a clearly defined research field (Anter, 2023) and concept‐building SLRs that have to iteratively
approach a literature sample to provide a valid theory synopsis (Rogge, 2023). Moreover, our approach
involves the strength of measuring sample reliability as the ABS and FTR stages evaluate the content fit of
publications by applying the principles of standardized content analysis to the SLR sampling process.
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Importantly, we do not consider STAMP as a substitute for established SLR procedures, such as the Cochrane
guidelines for systematic reviews (Higgins et al., 2023) or the PRISMA 2020 statement (Page et al., 2021).
Rather, we see it as a supplement that refines the sampling process in order to increase the reproducibility
and replicability of SLRs. Both the Cochrane and the PRISMA guidelines originate from the context of health
care research, whereas STAMP is based in the field of communication. Thus, STAMP uses the opportunity to
connect field‐specific practices of communication research with established SLR guidelines. Inherently, the
STAMP method aligns with guidelines established by Cochrane and PRISMA, employing their key practices
such as using a review protocol, defining eligibility criteria, and documenting the search strategy. Additionally,
STAMP provides more concrete guidance for inclusion and exclusion decisions than Cochrane and PRISMA,
which merely stress the significance of this process in general and provide basic suggestions regarding the
sampling process, such as pre‐testing the eligibility criteria, training the (independent) reviewers (Cochrane),
and transparently documenting the number of reviewers per publication (PRISMA). Moreover, while Cochrane
and PRISMA primarily address possible bias within individual publications as well as bias within the SLR’s
synthesis, STAMP focuses on the reduction of bias within the sampling process.

To present our methodological procedure and facilitate its adoption by researchers planning to conduct an
SLR, we describe the standardized sampling method for SLRs in detail. In addition, we provide a guideline
including practical examples where the method has been successfully tested in concept‐building (inductive)
and evidence‐summarizing (deductive) SLRs via OSF. These SLRs cover diverse communication research
areas, such as health communication, human–machine communication, and journalism studies, highlighting
the adaptability of the STAMP method.

2. The Four Stages of STAMP

In this section, we present the method designed to guide communication researchers through a systematic
and reproducible sampling process for SLRs. We introduce the four stages, as summarized in Figure 1, as
well as their goals, procedures, and practical recommendations. There are different ways to apply the
approach to SLRs, so a guideline including practical examples of the four‐stage procedure is available on OSF
(https://bit.ly/4atGsvN).

2.1. Stage 1: Eligibility Criteria

The primary goal of this stage is to transparently establish the scope and objectives of the SLR.

The foundation of this stage lies in the specification of a review protocol, an established way to document
SLRs (Nightingale, 2009; for an example, see also Page et al., 2021). First, a review protocol summarizes
essential components such as the study’s rationale, definitions of pivotal terms, and research
questions/hypotheses. Second, the review protocol defines relevant keywords for constructing and
validating the search string (Stage 2). To define the keywords for the SLR, researchers should choose
keywords from pertinent literature as a starting point, such as background literature and related work
(Mishra et al., 2009). The exploration of existing literature is crucial in order to identify synonyms for terms
in other disciplines or earlier works. This initial selection of keywords should be enriched by using the
snowball method or own keywords. Third, the review protocol contains the SLR’s eligibility criteria, that is,
criteria for deciding which publications remain in the literature review and which are excluded (Petticrew &
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Figure 1. Illustration of the four stages of the STAMP method.

Roberts, 2006). These criteria comprise both formal (e.g., the language of the publications, publication years
and types, countries of origin, and scientific disciplines) and content‐related factors (e.g., topics or variables
based on research questions). Defining and transparently documenting the inclusion and exclusion criteria is
essential to enable a transparent research process. These eligibility criteria are also used for the ABS
(Stage 3) and FTR (Stage 4). In a nutshell, the review protocol explicitly defines the observer‐independent
rules that govern the sampling process and are applied to all units of analysis in the abstract and full‐text
stages—a key requirement for replicability (Krippendorff, 2004, p. 19). Therefore, it is a central component of
our method and it is conceived to take on the role of a codebook in Stages 3 and 4.

At its core, the first stage aims at setting up the review protocol and the eligibility criteria that ensure
systematic alignment with the stipulated research objectives and scope. Thus, the first stage lies the
foundation for an efficient and systematic review of the literature.

Is the SLR’s scope feasible? Researchers need to consider available resources when planning and conducting
an SLR. Primarily, these resources include time, personnel, and access (to databases, literature, etc.).
The availability of these resources will impact the duration of the SLR project. We suggest that researchers
prepare a project plan and consider the possibility of reducing the SLR scope if resources are limited. Also,
regardless of the available resources, one should be open to adjusting the project plan and scope once
researchers become more familiar with the nature of their analysis material.

2.2. Stage 2: Literature Search

The main objective of this stage is to conduct a literature search and collect the sampling units for the content
analysis in Stages 3 and 4, i.e., a dataset including all possibly relevant publications.

For this purpose, researchers define the search strategy in the review protocol and document the search.
This documentation includes the search string (Bartels, 2013; Mishra et al., 2009) as well as all employed
bibliographic databases, search engines, and repositories. A well‐curated search string equips the team to
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discover a broad spectrum of related literature and is pivotal to discerning the core consistencies or
discrepancies across the research landscape. The search strategy, and especially the search string, should be
developed iteratively. Hence, exploring and documenting different search string combinations is essential.
The quality of the search strategy can be assessed by the amount of possibly relevant literature that the
search generates. For example, researchers can include only search strings that yield a defined number of
results. Additionally, researchers should predefine pertinent publications, authors, or journals in the protocol
whose appearance in the search results validates the search strategy. After defining and validating the
search strategy, the actual literature search is executed and the results are transferred into a dataset,
including the publications’ abstracts (see Stage 3). For all databases, search engines and repositories, the
same search strategy should be applied. Duplicates resulting from searching multiple databases must be
cleared in the dataset and logged in the protocol to ensure reliability.

The second stage revolves around systematically sourcing and organizing relevant literature—again, an already
established procedure (Page et al., 2021). As a result, the first dataset of publications for the SLR emerges
from Stage 2.

How to decide on databases? The selection of databases (e.g., Web of Science), repositories (e.g., arXiv), and
scholarly search engines (e.g., Google Scholar) depends on the SLR’s underlying rationale. While
field‐specific databases (e.g., Communication & Mass Media Complete) are particularly relevant for SLRs
focusing on a narrow and discipline‐specific topic, others encompass a broader research landscape
(e.g., Scopus; Falagas et al., 2008). If the SLR needs to include grey literature, researchers should also use
“regular” search engines (Falagas et al., 2008). In any case, we recommend using multiple databases to
combine the strengths of different providers.

How to decide on a narrow or broad search string? Depending on the SLR’s objectives and scope, search
strings can either be sensitive (i.e., include a broad range of keywords and their synonyms) with the aim of
exhaustion or specific (i.e., include a small selection of pertinent keywords) with the aim of precision
(Petticrew & Roberts, 2006). For example, concept‐building SLRs could use a broader search string that
employs multiple theoretical dimensions or incorporates interdisciplinary approaches. In comparison, SLRs
aiming to summarize evidence on a specific question might use a narrower search string. However,
depending on the characteristics of the research field, it might also be necessary to use a more sensitive
search string. This means a search string does not only depend on the type of SLR but must also capture the
scope of the research objective. Thus, an evidence‐summarizing SLR can also use broad terms in the search
string if the associated research question requires this search approach. Options to expand the search string
include the generous use of synonyms (Anter, 2023; Rogge, 2023) or wildcards (Kunze, 2024). Importantly, a
broad search string inherently results in a larger data set, which may require drawing a random sample in
Stages 3 or 4 to render the SLR feasible.

How to create a search string? We recommend using advanced search techniques such as Boolean operators,
truncations, andwildcards in search terms to amplify the search’s reach (e.g., Bartels, 2013;Mishra et al., 2009).
Here, different databases might have distinct requirements, such as word limits causing minor variations in
the search string. To assure the search’s reproducibility and replicability, the review protocol should contain
every search string and, if applicable, additional filters and limitations used for the respective database or
search engine.
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What to do with additional literature? Researchers might identify additional relevant literature after the
systematic search is carried out (e.g., through recommendations of colleagues or reviewers). If researchers
consider ignoring this literature as detrimental, it is suitable to define an extended sample (Petticrew &
Roberts, 2006), including all publications sampled because of the researchers’ subjective decision. To ensure
transparency, each publication’s origin (systematic vs. extended sample) should be documented in the
final sample.

2.3. Stage 3: ABS

The third stage focuses on an ABS of the publications collected in Stage 2. The primary purpose is to assess
the compatibility of each abstract with the research objectives.

In Stage 3, researchers read all abstracts and assess their fit regarding the eligibility criteria. Therefore, inclusion
and exclusion criteria (see Stage 1) are transferred into categories for a content analysis of the publications’
abstracts (ABS categories), again defined in the review protocol, which now takes the function of a codebook.
These categories are used to assess the fulfillment of the respective criteria through coding the abstracts.
For each eligibility criterion, it is possible to use one or multiple ABS categories. While most formal criteria will
only need one ABS category (e.g., language), using multiple categories for more complex content criteria (e.g.,
study findings) might be suitable. Moreover, as not every relevant section of a full article may be addressed
in the abstract, it might be pragmatic to limit the ABS inclusion criteria to the presence of keywords in the
abstract (e.g., a specific theory, topic, ormethod) and formal features of the publication (e.g., type). For instance,
if an abstract mentions a relevant theory, concept, medium, method, or population, the respective category
is coded with 1. As is apparent from this example, we recommend using binary coding, indicating whether an
eligibility criterion (in the form of an ABS category) is met (1) or not met (0), but ordinal coding (e.g., 2 = met,
1= possiblymet, 0= notmet) is also reasonable for a more detailed evaluation. Additionally, researchers should
adopt a “generous” coding attitude at this stage: In case of uncertainty about the fulfillment of a category,
researchers can still include the respective publication and “postpone” the final decision to the following FTR
stage. In order to ensure the reproducibility and replicability of coding, all coders should be provided with
detailed coding instructions, precise definitions, and examples for each category (Krippendorff, 2004, p. 132).
Additionally, as also highlighted in the Cochrane guidelines, we recommend coder training duringwhich coders
become familiar with the categories and code a small number of abstracts together with the head researcher,
allowing the computation of intercoder reliability and quality assessments.

Based on the abstract coding, the ABS score is calculated as a sum index of all categories representing a
publication’s fit: the higher the ABS score, the better the fit. If multiple categories per eligibility criterion
were used (e.g., several categories to assess the thematic fit), it is also possible to calculate separate scores
per criterion. While an aggregated ABS score provides a holistic overview and simplifies the inclusion, scores
per ABS category provide a more differentiated understanding of an abstract’s alignment with various
eligibility criteria. Usually, only publications that fulfill all ABS categories remain in the dataset. Alternatively,
researchers can define a threshold value beforehand. The level of detail of the ABS assessment and the use
of thresholds depends on the requirements of the literature review. For example, evidence‐summarizing
SLRs usually want to include only studies that deal with a specific question. Therefore, it is usually sufficient
to directly transfer the eligibility criteria in an aggregate ABS score and exclude all publications that do not
reach their maximum value (e.g., Anter, 2023). A concept‐building SLR rather employs multiple ABS
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categories reflecting different dimensions of the topic. In comparison to the evidence‐summarizing SLR, the
inclusion metric is less rigorous; abstracts must, for instance, address at least half of the ABS categories to
remain for the FTR (e.g., Rogge, 2023).

Stage 3 comprises a truncated content analysis of the given abstracts. This screening process provides no
analytical depth with regard to the SLR’s research questions. Instead, its purpose is filtering, distinguishing
relevant from less relevant literature. The benefit of the proposed scoring technique lies in a transparent,
reasonable, and reproducible evaluation of the abstracts. As a result, the ABS score determines the
publications that remain in the dataset for Stage 4.

How to deal with missing abstracts? This is particularly likely if an SLR also includes chapters in books or
edited volumes, which often do not provide an abstract. In these cases, researchers can calculate theABS score
based on the publication’s introduction and conclusion. Importantly, this “workaround” should be transparently
documented in the review protocol.

Are the provided ABS decisions appropriate? Although it might be tempting, we do not recommend validating
the ABS scores by delving deeper into the full texts. Not only could this cause self‐referential loops, where
researchers recurrently adjust the ABS categories and their coding decisions without moving to the next stage,
but it also includes the risk of adjusting the ABS categories based on a potentially biased selection of full
texts. To address uncertainty, we instead recommend using ordinal categorieswhosemiddle category indicates
uncertainty. These publications can be re‐assessed either during the next stage or at the end of the ABS phase.
After reading a fair amount of both highly and hardly relevant abstracts, researchers usually gain sufficient
experience to make clear coding decisions.

How to assure impartiality? An essential aspect of the ABS (and the FTR, Stage 4) is impartiality. For example,
researchers might (unwillingly) be more generous with publications from scholars who are established and
well‐known in the field and oversee less prominent research that could be even more relevant. Therefore,
researchers should ideally remain unaware of the authors behind each abstract/full text. A blind procedure is
easily implemented in Stage 3 by anonymizing all bibliographic information in the data set (Stage 2) with an
ID, which becomes the exclusive reference during Stages 3 and 4. Consequently, researchers can realize blind
sampling at a low cost by using the export functions of today’s databases with subsequent anonymization.

How to incorporate tools for automation? Automation tools can assist researchers in dealing with a large
number of relevant publications, particularly when coding for relevant formal and content‐related categories
in ABS and FTR. When integrating automation tools into the STAMP method, it is essential to thoroughly
document in the review protocol which tools (when and with which settings/outcomes) were used. One
example of an SLR automation tool is the open‐source software ASReview (van de Schoot et al., 2021).
ASReview employs a machine‐learning algorithm trained by the researchers to rank publications regarding
their relevance to the SLR. This training process should be carefully documented, as there is no standardized
guideline for when to end the training. While ASReview has the potential to reduce the amount of
(irrelevant) publications that have to be screened during Stage 3, such automation tools limit the
comprehensibility of the ABS coding and, in turn, the calculation of an ABS score. Consequently, while
ASReview enhances efficiency, especially when a high number of publications have to be screened, it could
hinder the detailed and transparent coding technique employed by the STAMP method.
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2.4. Stage 4: FTR

In the final stage of the STAMP method, researchers perform an FTR of the publications remaining in the
dataset and evaluate their fit with regard to the FTR categories by employing an FTR score. This stage aims to
evaluate articles exclusively based on their contribution to the research interest and to create a final literature
sample for the subsequent analysis and synthesis.

The FTR again utilizes content analytical principles to maintain consistency with the ABS stage. This includes
creating an FTR category system with (binary/ordinal) categories, providing coding guidelines to ensure
reliable assessment and comparability, as well as providing a coding scheme to document all coding
decisions and the calculated FTR score(s). Therefore, similar to Stage 3, researchers create FTR categories
based on the inclusion and exclusion criteria (eligibility criteria). As the FTR stage usually focuses on the
publications’ fit regarding content, the content criteria based on the SLR’s research questions/hypotheses
are transferred into concise categories—as before, documented in the review protocol serving as a
codebook. For example, FTR categories could assess whether a publication investigates a specific variable
relation or uses certain definitions and theories. Methodological aspects (e.g., study design) and results (such
as effect sizes) might also be part of the FTR categories. Depending on the SLR’s objective and scope, the
FTR categories may be identical to the former ABS categories. In these cases, the researcher can confirm or
revise a coding decision from Stage 3 based on the full text. This approach is convenient in
evidence‐summarizing SLRs with clearly defined research questions. On the other side, concept‐building
SLRs may require a more iterative procedure, which implies specifying the categories from the ABS to the
FTR stage. Iteratively developing categories based on the material is necessary when the scope of a category
system cannot be estimated initially. Although this procedure includes more effort, it brings the benefit of
pretesting categories, reflecting on the purpose of a category, and inductively developing categories based
on the given full texts. Moreover, especially for SLRs focusing on theoretical constructs, determining the
fulfillment of inclusion criteria through standardized categories might be challenging. In these cases, it is
important that the category system provides indicative phrases (e.g., “anchor examples” that include typical
phrases of a definitional approach) for each category to facilitate the coding process.

After preparing the category system, researchers (roughly) read the full texts and code whether they contain
relevant passages or arguments. As with the previous stage, an unbiased approach is crucial, so the evaluation
should ideally be conducted blindly using the ID of an article. In Stage 4, blind sampling can be efficiently
implemented by saving the full texts using the ID and blanking all bibliographic information. Again, there are
different options to create an FTR score. Binary coding is appropriate if researchers only want to decide if
a full text contains important information to answer a research question/hypothesis. For instance, the FTR
category “topic” could indicate if a publication deals with a topic within the scope of the SLR (1) or not within
the scope (0). Another option would be to evaluate the importance of a publication per eligibility criterion,
e.g., through categories counting relevant arguments that a full text provides. For example, if the SLR aims to
derive a definition, the associated categories capture how many definitional statements the full texts contain.
As with the ABS, the FTR score can be calculated as a sum score per eligibility criterion or aggregated into a
comprehensive FTR sum score. The FTR score then serves as an indicator of a publication’s overall importance
regarding the review’s objectives.

Researchers transparently have to define the required value of the FTR score for a publication to remain in the
final literature sample. Again, usually, only publications with the maximum score are included, as only these
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fulfill all required eligibility criteria. However, defining a score threshold (cut‐off criterion) might be suitable
as well. For example, concept‐building SLRs that aim at defining a concept might be confronted with the
problem that almost all publications meet the categories because most publications include (short) sections
that define pertinent concepts. For synthesis, however, it is more useful to include only publications that
contribute substantially to the definition of a concept. In this case, a defined amount (e.g., the upper third)
of publications with the highest FTR score (which indicated the number of, e.g., definitional statements) is
retained for the analysis. This approach follows the premise that publications with a higher FTR score are
particularly suitable to answer the research questions/hypotheses.

In the FTR stage, researchers conduct a second truncated content analysis based on the full texts, ensuring
each included publication contributes to answering the SLR’s research questions. Each publication is evaluated
through FTR scoring based on clearly defined FTR categories. As a result, researchers end up with the final—
transparent and reproducible—literature sample for the subsequent analysis and synthesis.

What if the dataset is too large to perform the FTR? Researchers’ resources might be insufficient for reading all
publications included during the ABS stage. In this case, we suggest drawing a random sample from the ABS
publications to proceed with the FTR scoring technique. A randomized sample presents a cross‐section of the
research landscape under investigation. Since all relevant publications have an equal chance to be considered
for the FTR sample (and therefore the later analysis), this does not violate the systematic approach of the SLR
and, thus, presents a valid alternative to full suspension.

How can the subsequent analysis be prepared during the FTR stage? We recommend copying the text
passages that were decisive for the coding into a data extraction form (e.g., a spreadsheet or an online
survey; Petticrew & Roberts, 2006). Using additional software, such as survey tools, supports researchers to
comfortably collect and synthesize data during the FTR stage, which reduces human labor costs and
prepares the literature sample to be further processed during the phase of result synthesis by using
automated content analysis. In addition, such software could not only be used to document the coding but
also to automate the screening decisions (e.g., through IF/THEN conditions), which facilitates reproduction
by future researchers.

3. Discussion

We introduced the STAMP method, a score‐based sampling technique designed to enhance the
reproducibility and replicability of SLRs by standardizing the literature selection procedure. Based on the
principles of standardized content analysis, our proposed approach draws on the strengths of a genuine
communication research method to offer advancements over preceding SLR methodologies, emphasizing
aspects of scientific quality that are “seminal” for content analysis (Haim et al., 2023, p. 281) and add value
to a diverse range of systematic research efforts.

3.1. Transparency and Reliability

Applying the STAMP method to SLRs improves transparency since each screening decision is systematically
documented. In accordance with established approaches, our procedure also focuses on the review protocol
(Nightingale, 2009), but deviates by integrating principles from standardized content analyses: The review
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protocol not only documents all decisions made while designing the SLR. It also serves as a codebook that
transfers eligibility criteria into a comprehensive category system with transparent coding guidelines.
Consequently, the abstracts and full texts yielded by the systematic literature search are not merely used for
heuristically deciding on a publication’s inclusion—They are units of analysis, systematically coded with
intersubjective categories. These categories, in turn, lead to scores that quantify the publications’ relevance
for the SLR. Through translating the selection process into two truncated content analyses during Stages 3
and 4, our approach also enforces standardized documentation, which enables assessing the reliability of the
sampling. To be able to quantify the agreement of ratings from multiple coders is a fundamental prerequisite
for replicability and reproducibility of content analysis (Krippendorff, 2004, p. 211). Hence, as for
standardized content analysis, both intra‐coder and inter‐coder reliability scores can be computed for the
ABS and the FTR stage, facilitating a reproducible and replicable sampling process.

To do so, each inter‐coder reliability test should start with training, where all raters discuss the codebook.
For example, an inter‐coder reliability test could be conducted with two or three raters, which code around
10% of the dataset’s publications (Petticrew & Roberts, 2006). After separate coding procedures, reliability
coefficients can be calculated (for an example of inter‐coder reliability assessment, see Joris et al., 2020).
Both inter‐ and intra‐coder reliability coefficients can be computed separately for each ABS/FTR category
as well as for the overall ABS/FTR scores. We recommend calculating and reporting a variety of coefficients
like Krippendorff’s alpha, Cohen’s kappa, and Holsti’s coefficient (e.g., Kunze, 2024). For Krippendorff’s alpha
and Cohen’s kappa coefficients, it should be considered that homogeneity (i.e., little variance) and dichotomy
(binary coding decisions like a criterion is met [1]/not met [0]) of the data could negatively influence those
coefficients. Besides these coefficient‐specific annotations, reliability tests still identify potential coder effects
and increase the clarity and intersubjectivity of the ABS/FTR categories. Employing coefficients brings the
benefit of a comprehensible decision basis for including/excluding categories after pretesting for the complete
coding procedure, for example, defining 0.8 as the acceptance threshold for content‐related and 1.0 for formal
categories (Lombard et al., 2002, p. 593).

Reproducibility and replicability require open reporting (Freiling et al., 2021). Accordingly, the method section
should include the research question(s), eligibility criteria, sample sizes during Stages 2 to 4, and information
on the coding process (how many coders were involved in the sampling, when and how coder training took
place, and coefficients for intra‐ and inter‐coder reliability). As suggestedwithin the STAMP guideline template
(https://bit.ly/4atGsvN), the SLR’s appendix should additionally include the review protocol and the codebooks
for Stages 3 and 4 (including definitions and examples for each category as well as the construction of the
ABS and FTR scores). Ideally, ABS and FTR coding sheets with basic bibliographic information are also made
accessible (for instance, via OSF).

3.2. Adaptability and Validity

In addition to the aforementioned advantages, one major methodological contribution of the STAMP
method is its adaptability. STAMP is not only adaptable to different publication types—for the content
analyses during Stages 3 and 4, it does not matter whether the studies are qualitative, quantitative,
computational, or mixed‐methods—but also to diverse types of SLRs (Paré et al., 2015) that are common for
the interdisciplinary field of communication research. In our article, we repeatedly compared
concept‐building SLRs and evidence‐summarizing SLRs. Our prior SLRs fit in that spectrum, demonstrating
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the STAMP method’s practicability. For instance, Rogge (2023), as a concept‐building SLR, sought to unify a
multifaceted term within an interdisciplinary research domain. This necessitated an inductive and iterative
STAMP application: Every stage used standardized categories, but they were refined between Stages 3
and 4. In comparison, Anter (2023), within a well‐defined research field and, therefore, at the
evidence‐summarizing end of the spectrum, utilized a rigidly deductive STAMP method with predefined
criteria and fixed categories. Finally, our method remains fitting for intermediary SLRs such as the one by
Kunze (2024), which combines both efforts. In this study, one research question aims to define a term
(inductive, concept‐building), while another investigates factors influencing the dependent variable
(deductive, evidence‐summarizing). Accordingly, the STAMP method was realized both with more fixed
categories and categories based on an iterative reflection in relation to the available material.

In this sense, our approach also contributes to the validity of the literature sample: A thought‐through and
comprehensive codebook is the first step towards ensuring the validity of content analysis (Potter &
Levine‐Donnerstein, 1999, p. 266). Iteratively refining the eligibility criteria allows tailoring the respective
categories to the unique material of analysis. At the same time, researchers are continuously forced to check
the alignment of the sampled material with the SLR’s objectives. Nevertheless, another necessary step to
ensure validity is to assess the coding decisions against external standards (Potter & Levine‐Donnerstein,
1999, p. 266). Examples of these standards include using relevant literature and expert consultations when
designing and defining the SLR, as well as using pertinent literature for validating the search string.

3.3. Impartiality and Intersubjectivity

Especially for coding latent variables such as the content of a text, objectivity is “not a realistic expectation”
(Potter & Levine‐Donnerstein, 1999, p. 265). In these cases, it is all the more important to ensure the
intersubjectivity and impartiality of coding decisions. Building on the standards of content analysis, STAMP
includes multiple efforts to tackle potential biases in the sampling process. Among others, this is the
persistent focus on eligibility criteria and their application by trained coders and on the basis of an
established coding scheme (Stages 1–4), combining strengths of different databases in the search strategy
(Stage 2), and employing scores instead of heuristic assessments for screening decisions (Stages 3 and 4).
During conducting an SLR, biases can also arise through priming effects when prominent authors or popular
journals are prioritized over lesser‐known publications that could, however, equally or even more strongly
contribute to answering the research questions. This is particularly problematic when such biases lead to
systematic exclusion (and therefore, discrimination) of certain scientific publications—for example, by
scholars from the Global South (Chakravartty et al., 2018). The STAMP method’s hallmark is its blind
assessment of the abstracts and full texts. We recommend disguising author names and—if compatible with
the SLR’s formal eligibility criteria—journal names in the reading phases (Stages 3 and 4). This enables blind
sampling and prevents confirmatory tendencies or biased screening decisions. A paper is therefore judged
based on its contribution to the research question, which means that every publication has the same chance
of remaining in the sample as long as it fulfills the predefined and intersubjective assessment criteria.
Accordingly, blind sampling increases impartiality and further reduces the risk of citation circles
(continuously referring to the same authors within a particular topic), which would significantly limit the
validity and intersubjectivity of the SLR’s results.
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4. Conclusion

SLRs are essential in synthesizing the abundance of available knowledge in the field of communication and
related disciplines, building and further developing theoretical concepts, and consolidating empirical insights.
Yet, the shortcomings of SLRs in our field often lie in their transparency, reproducibility, and replicability,
challenging the foundation upon which syntheses are built. Recognizing gaps in existing methodologies, we
proposed the STAMP method, a score‐based sampling technique rooted in the principles of a method
genuine to communication science: standardized content analysis. STAMP’s methodological contribution in
extension to existing SLR procedures is constituted in quantifying screening decisions and standardizing the
sampling process. Further, several strengths characterize the method: transparency and reliability through
full documentation and score‐based screening decisions, adaptability to different SLR types, sustained
validity evaluation, and measures towards increasing impartiality and intersubjectivity. The novelty of
STAMP lies not in a sophisticated protocol or complex search strategies, but in a four‐step model that guides
and standardizes the sampling process for SLRs in a comprehensive and practical way. Moreover, since
STAMP is rooted in a method genuine to communication science, it contains nothing alien to communication
researchers, but brings together common methodological competencies with regard to systematic reviews
and is, therefore, easy to adopt by communication scholars.

Many of the components of the STAMPmethod are already established. This applies not only to the definition
of inclusion and exclusion criteria, as described above. Review protocols are already used in various SLRs in
communication research as well (e.g., Melchior & Oliveira, 2022). Moreover, various SLRs in our discipline
also include a precise description of the search string and the search results (e.g., Belair‐Gagnon & Steinke,
2020) or distinguish between abstract and full‐text screening (e.g., Ratcliff et al., 2022). However, due to a
lack of publicly accessible documentation, replicability and reproducibility are often limited to single parts
of the sampling process. Replicating and reproducing the whole sampling procedure is only guaranteed by
a systematic and transparent approach as proposed by STAMP. Thus, applying STAMP for SLRs in our field
would introduce an additional instance of control for these studies and their particular validity claim.

Of course, the STAMPmethod also comeswith some limitations.Most obviously, while it ensures a reliable and
valid sample construction, it only partially influences the reliability and validity of the synthesis itself: A proper
sample is a necessary prerequisite for reliable and valid analysis but is not sufficient on its own. Additionally,
as with every content analysis, the method is prone to coder effects. Consider, for example, learning effects:
As coders becomemore experienced, their knowledge of the respective research field increases. Consequently,
their coding decisions might become more elaborate, which would be detrimental to the validity as well as
inter‐ and intra‐coder reliability. Finally, the STAMP method is costly, as it includes detailed documentation,
developing and pretesting codebooks and—if several coders are involved—training and supervising coders.

Notwithstanding these shortcomings, the STAMP method helps researchers to further increase the
transparency and, ultimately, the reproducibility and replicability of SLRs. Via OSF, we provide a detailed yet
concise guideline that encapsulates the four stages of STAMP and includes practical examples for inductive,
deductive, and mixed SLR approaches.
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1. Introduction

Replication is generally considered a keystone of the scientific enterprise (e.g., Dienlin et al., 2021; Keating &
Totzkay, 2019; McEwan et al., 2018; Nosek et al., 2022). Popper (1959/2002, p. 64) famously noted that
“non‐replicable single occurrences are of no significance to science.” In other words, the credibility of a
scientific claim increases when a finding is repeatedly shown under sufficiently similar circumstances using
sufficiently similar procedures and materials, that is, if it is replicated.

The process of replication is also what we allude to when we say that “science is self‐correcting.” Whenever
the findings of invalid research designs, poor measurement, faulty statistical analyses, selective use of data,
HARK‐ing, p‐hacking, or other misguided practices enter our body of literature (John et al., 2012), we expect,
in principle, that someday a replicator will come and correct the score. That said, we also know that correction
may take a long while. Relative to studies we call “original work,” replication studies are still scarce (Keating
& Totzkay, 2019). The reasons are well‐known: Replication studies are hard to get published (McEwan et al.,
2018), not well‐cited (Hardwicke et al., 2021), and sometimes regarded as unduly critical (Peterson & Panofsky,
2021) and second‐rate work (Spellman, 2015).

There might also be another reason why researchers shy away from conducting replication studies: Often,
after close inspection of the original work, it becomes unclear which elements of a study should and can be
replicated. Should the physical setting be replicated? What if the stimulus is outdated? Should one
reproduce faulty designs, too? Unreliable measures? The non‐blind experimenter? The ad hoc outlier
handling? And would a reviewer—especially when this person is (affiliated with) the original author—agree
that what a replicator might consider a small deviation or improvement still does justice to the original
study? Clearly, without a common disciplinary understanding of what a good replication entails, it becomes
challenging to conduct and publish one.

To illustrate this challenge, members of the current author team were once found ineligible for a social
science replication grant because they proposed to update the original newspaper articles that Hovland and
Weiss used in their 1951 study about source credibility. The authors’ line of thought was that these articles
(e.g., about how TV could come to replace movie theaters) would not elicit the same responses in a current
audience as they did in 1951 and thus should be adapted. They were told by the funding agency that,
unfortunately, the call was for “direct” replications only and that any deviations proposed to the original
materials, design, and procedures would render applications ineligible.

In this article, we argue that, in fact, the opposite is true: For most social science research, direct replications
require deviations from the original study. This holds especially true for experimental studies in the field of
communication science, where (mediated) stimuli and response patterns are almost by definition subject to
temporal and cultural changes. At times, the impossibility of using the exact same material is rather obvious:
Adolescents of todaywould not respond similarly to video games from the 90s, even if required systemswould
still be available. Music from decades ago does not elicit the same affective responses today. And stimuli that
were once regarded as scandalous may now be considered mild. Yet, this does not mean that it is impossible
to reliably replicate studies that relied on such materials.
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The aim of this article is to help researchers who aspire to conduct and publish replications of experimental
communication science studies decide which original study elements can be reasonably altered while still
performing a faithful and meaningful replication of the original study. We aim to provide such researchers
with argumentation, as well as a discipline‐specific taxonomy, to help them substantiate how and why any
methodological changes still facilitate replication of the original study and its claims and to systematically
categorize their replication in light of these changes.

In order to pursue this goal, in the following, we present a systematic conceptual analysis of replication studies
in experimental communication science. Unlike other conceptual analyses of replication studies (e.g., Brandt
et al., 2014; LeBel et al., 2018; Steiner et al., 2019), our analysis will question why researchers would want
to replicate a particular study, as a point of departure. We will review different aims that could motivate
a replication study and show how these motivations logically imply decisions on whether or not to update
elements of original studies. We will look in detail at study elements that could be considered for updating
and to what extent updates change the status of a replication.

Interestingly, prior analytical work on replications (e.g., Asendorpf et al., 2013; Schmidt, 2009) generally
does not include an explicit definition of replication studies. However, based on this prior work, we are able
to define a replication study as a study that adopts elements from a specific previous study, in order to
reassess this previous study and/or the theoretical mechanism it tested. This means that replications can be
methodologically very similar to a specific original study (e.g., operationalizations and methods are fully
adopted), but also somewhat dissimilar (e.g., only the hypotheses are adopted). This also means that
replications by definition challenge previous work: If a replication shows different results than the original
study, our perspective on the original study may (and probably should) change. And, although in the
Popperian paradigm all empirical studies can be considered challenges to theoretical claims, replication
studies are a special case because they challenge specific findings of (other) researchers. This may be one of
the reasons why replication work is sometimes considered adversarial, while it is rarely intended to be
(Peterson & Panofsky, 2021). Note that in this article we discuss replications—which include the collection of
new data—and not reproductions (e.g., Asendorpf et al., 2013) or robustness checks (e.g., Nosek et al., 2022),
which verify claims by reanalyzing original data.

In our analysis, we focus on the discipline of communication science and experimental studies.We first explain
this choice below, using foundational experiments as examples.

2. Replicating Experiments in Communication Science

The field of communication science is characterized by a large variety of employed research methods,
including qualitative analysis, cross‐sectional surveys, content analysis, and experiments. As chiefly
experimental studies can provide evidence for causal relationships, they play a fundamental role in
substantiating theory. For example, empirical evidence for a very central theory such as cultivation theory
(Gerbner, 1969)—explaining how representations of reality by fictional and non‐fictional media systematically
distort perceptions of the social world over time—was almost exclusively obtained through content analyses
and longitudinal surveys regarding people’s media use and beliefs about crime and other social problems
(Morgan & Shanahan, 2010). Because of a lack of experimental work, uncertainty persists about the precise
causal mechanisms at play, and the explanatory power of the theory remains subject to debate (Potter, 2014).
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Over the last two decades, communication science increasingly recognized the fundamental role of
experiments and showed a stronger interest in experimental work (Rains et al., 2020). Some of the resulting
studies are currently among the most cited in the field. However, few efforts are being made to replicate
them (Keating & Totzkay, 2019; for a notable exception, see the special issue edited by McEwan et al., 2018).
In 2018, the authors of the current article conducted a survey among 171 communication scholars, asking
which experiments within the discipline of communication science were most in need of replication.
The result was a list of 10 studies shown in Appendix I of the Supplementary Material. Most readers
studying or teaching communication science will acknowledge these studies for their centrality to the field
and will agree that attempts to replicate them would strengthen the discipline; yet few attempts have been
made. We believe that if aspiring replicators have a better idea of how to explain their replication projects to
readers, including precise reasons to conduct a replication and possible adaptations needed for fidelity, this
will increase replication attempts in our field. Therefore, in the subsequent section, we review three typical
motivations to replicate a study. We argue that the motivation for conducting a replication study directly
guides decisions on how to approach potential alterations to the original study.

3. Motivations to Conduct Replication Studies: Verification, Generalizability,
and Extension

Why would researchers want to conduct a replication study? First and foremost, researchers may simply
regard replication as a fundamental aspect of the scientific process, a way to build on existing knowledge by
reconfirming or refuting previous findings. More specifically, researchers may want to identify the boundary
conditions under which particular effects occur—whether certain factors moderate or limit the
generalizability of the findings, thereby providing a more nuanced understanding of the phenomenon.
At other times, researchers may have doubts about the results of the original study, or they wonder whether
particular research design choices may have unintentionally influenced the results.

In many replication studies, the motivation that drives replication remains unspecified or is expressed as a
combination of all the reasons above. In this section, we argue that it is important to a priori specify the
motivation behind conducting a replication, because the degree to which replicators can deviate from the
original studies’ setup is contingent on the motivation. We distinguish three basic motivations to conduct
a replication study: verification of an original study, testing the generalizability of an original study (which we
further differentiate into the generalizability of study outcomes vs. theoretical claim), and extending an original
study beyond the original goals.

3.1. Verification

Perhaps the most basic motivation to conduct a replication study is to verify the reliability and validity of
previously reported findings. This motivation may stem from aiming to repeatedly demonstrate an effect.
Although such verifying replications should be standard practice and a sign of a healthy, progressing field,
individual replication attempts often elicit defensive responses from original authors or their affiliates
(Peterson & Panofsky, 2021), who may feel peers are casting doubt on the original study’s correctness or
validity. Surely, there can be reasons why someone could be legitimately doubtful of a study or of its results:
counter‐intuitive findings, unusually strong effects, small sample sizes, many barely significant findings, the
use of non‐standard or strongly shortened measurement instruments, ad hoc or excessive outlier removal,
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seemingly unplanned comparisons between experimental conditions, a lack of descriptive data, or a lack of
transparency overall, to name a few (cf. John et al., 2012). In case of such doubt, a primary, and probably
healthy, response would indeed be to verify whether the results of such a study could be replicated. If the
original results are based on a methodological error or a questionable analysis choice, they should likely not
be replicated.

In light of this, it is not surprising that replication studies which aim to verify an original finding will often
be heavily scrutinized for any design or operational deviation that might potentially explain a different result.
For that reason alone, a replication spurred by a verifying motivation generally requires strict obedience to the
original design and procedures. Nonetheless, as we will argue below, even a verifying replication study may
need to introduce slight deviations in order to be valid.

3.2. Testing Generalizability

A second motivation to conduct a replication study could be to test whether study results can be generalized.
First, the issue of generalization can pertain to the original study directly: the question ofwhether the observed
results may have been contingent on particular choices that the original researchers made in terms of study
design and methodology. Can results be replicated if a particular study element—e.g., the control condition,
or the dependent measure—is deliberately modified? Second, the issue of generalizability can concern the
theoretical claim that was studied. Can the theoretical claim be confirmed when it is tested in a different
way, in different contexts, using different stimuli and different research populations? These two aspects are
specified as follows:

Study generalizability has in common with the verification motivation that it reassesses the original study
rather than the theoretical mechanism the study aims to test. The focus of such replications is on whether
the original study’s findings can be replicated with deliberately modified study elements, e.g., using slightly
different stimuli, measures, or settings (in a different country, in a different language, in the field or a lab).
However, such replication studies—which we will label “modified replications”—are not fueled by a
motivation to exactly verify the original results but rather by an interest in testing the robustness of the
original findings.

If such a modified replication study yields similar results as the original study, it provides evidence that the
results are robust and generalize to the modified methodological conditions. If it yields different results, it is
suggestive of potential boundary conditions of the original finding. Formulated more skeptically, modified
replication attempts may help clarify whether original findings are explainable by idiosyncratic stimuli,
measures, procedures, or contexts, instead of a generalizable theoretical model. From a technical
perspective, testing whether a study hinges on specific study elements requires that replicators abide by
original design and procedural choices closely and only deviate regarding these specific elements of interest
(see also Steiner et al.’s, 2019, causal replication framework). Nonetheless, as was the case for verifying
replications, we will argue that such close adherence to the original study may mean that, in practice, some
study elements may have to be slightly updated.

Theory generalizability as a motivation entails that the focus is less on the original study’s methodology but
rather on the causal mechanism it tested. Thus, the focus is on retesting the hypotheses of the original study
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and whether these can be reconfirmed with different designs and methodological choices. As a result of this
shift in focus, any deviation from the original study would seem permissible as long as the tested hypotheses
are still the same. In fact, in such studies—often dubbed “conceptual replications”—adherence to original
design choices can be regarded as a limitation: If for some reason the original methodological choices, and
not the focal theoretical mechanism, drive the effects found, studies staying too close to the original cannot
corroborate the generalizability of a theoretical claim. Still, a genuine challenge in conceptual replications is
to determine whether deviations from the original study (e.g., new stimuli or new measures) activate and
measure the same theoretical concepts and mechanisms.

3.3. Extension

A third motivation of replicators could be to extend the original work. Such extensions are complementary
to any of the three types of replications listed above. One can extend a verification‐motivated replication by
adding, for example, a quasi‐experimental moderator, mediator, manipulation check, or dependent
variable—as long as the addition is inconsequential for the verification purpose (i.e., the original
procedures)—to find out more about the mechanisms driving the original study’s effects. One can do the
same for modified or conceptual replications aimed at testing the generalizability of a study or a theoretical
claim. In the latter, one may introduce extra stimuli and measures in the procedure if methodologically viable.
As such, the extension motivation by itself does not determine to what extent changes in original study
elements are permissible—This is determined by the motivations of verification or testing generalizability.
Instead, the extension motivation is decisive in whether to add elements to an original study.

All in all, in this section we argued that the motivation to conduct a replication study relates to different types
of replication studies and to different degrees that replicators can afford to diverge from the original studies’
design and procedures. In the following section, we will discuss whether modifying particular study elements
should be considered a deliberate deviation or merely an update.

4. Deliberate Deviation or Mere Update?

In the previous section, we argued how replicators’ motivations may warrant deviations from original
methodological choices. But what exactly are deviations? What if a replicator translates measures and
stimulus materials to make them accessible to a different population or to make them applicable in a new
culture or country? What if measures and stimuli are only updated to make them fit current times? When is
such a translation or update permissible, or perhaps even necessary? In order to specify this, we will, in the
following, distinguish different types of adaptations to an original study: a mere update, an inconsequential
deviation, and a deliberate deviation from the original study. The argument we make is this: Verification is
still possible with updated materials and also with—carefully justified—inconsequential deviations.
Deliberate deviations, however, are associated with a different motivation (i.e., testing generalizability) and
replication types (i.e., modified and conceptual replications). We will discuss these types of deviations for
seven elements of experimental (communication science) studies: sample, setting, procedure, design,
measures, stimuli, and analyses.
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4.1. Reproducing the Sample

An element of an original study that a replication study needs to alter, almost by definition, is the study sample.
Usually, an experiment requires a sample of naive participants, which means that, even if it were practically
possible, it is not sensible to re‐recruit members of an original sample for a replication study. Next to no longer
being blind to the study’s purpose, the original sample is also no longer “original” in its sample characteristics as
its average age or education levelmay have changed. Instead, replicatorsmay aim to reproduce sample features,
for example, gender, nationality, ethnicity, political, religious or cultural views, or social group membership.

In communication science experiments, such sample features may or may not be important in explaining
participants’ responses to experimental stimuli in a replication. In many studies, sample features are
considered coincidental and of peripheral importance to the mechanism being tested. Nonetheless,
verification‐motivated replicators may wish to reproduce the features of the original study’s sample.
The goal would then be to recruit a similar group of participants to avoid the possibility that a different
outcome emerges due to some unknown population characteristics. However, if sample features are
considered theoretically irrelevant in the original study, employing a sample with a priori different features
(e.g., resulting from a systematically different recruitment method) may even be permissible for replications
with a verification motivation. We refer to such deviations as an a priori inconsequential deviation.
For instance, McGuire and Papageorgis (1961) used students as participants in their famous inoculation
experiment, but no theoretical reason was mentioned for this choice. In such cases, replicators may deem it
appropriate to resort to a different sample. Also, if different sample features are observed a posteriori
(e.g., observing a different average age or education level despite aiming to reproduce original sample
features), this can generally be considered as an inconsequential deviation.

In other original studies, (sub)sample features are part of hypothesizing and study design. Iyengar and Hahn
(2009), for example, studied differences inmedia selection inDemocratic versus Republican voters. Replicators
of such studies, driven by verification or study generalizability motivations, should use subsamples with similar
features. However, in modified or conceptual replications, deliberate deviations from the original sample can
be used to testwhether findings generalize to different populations (e.g., recruit voters of other political parties
in another country).

4.2. Reproducing the Research Setting

A replication research setting is also a study element that will generally differ from an original study.
Research setting involves features such as the era or period in which a study is conducted, cultural
characteristics, geographical location, and also the physical location (e.g., in a research lab). In particular,
era‐related characteristics of a research setting can be entirely non‐reproducible. If it is not feasible to
reproduce the research setting itself, replicators, instead, could focus on closely reproducing the features of
the research setting.

A changed research setting (e.g., a different country, era, or physical location) may involve translation to
make methods fit the new setting. If the research setting is considered to play a peripheral role, such
translations are permissible even for replication with a verification aim—For example, Fransen et al. (2024)
replicated McGuire and Papageorgis’ (1961) inoculation effects in the Netherlands. If deviations in setting

Media and Communication • 2024 • Volume 12 • Article 7971 7

https://www.cogitatiopress.com


are observed or planned a priori, replicators with a verification motivation should explain and justify whether
they consider such deviations inconsequential. For example, Gorn’s (1982) experiments on the effects of
music in advertisements were conducted in a lecture room. As this setting was not considered to be
theoretically relevant, replication with a verification aim could be conducted in an online setting (Vermeulen
& Beukeboom, 2016).

Research setting can also be a central part of an experimental design or research question; for example,
Roozenbeek et al. (2020) studied the effectiveness of pre‐bunking strategies against misinformation across
countries. In such cases, replicators with a verification motivation should aim at reproducing features of the
original research setting as closely as possible (thus conducting the replication in the same countries).
Any alteration could constitute a consequential deviation that limits the verification goal.

In contrast, deliberate deviations in the research setting can be used to test the generalizability of a study
beyond its original setting. For example, the negation bias in stereotype communication was first tested in
Dutch (Beukeboom et al., 2010) and later replicated in five other European languages (Beukeboom
et al., 2020).

4.3. Reproducing the Procedure

Especially in experimental research, research procedures may considerably influence study outcomes.
Consider procedural features such as informed consent, participant instructions, measurement order, or the
presence of manipulation checks. In most experiments, procedures have been meticulously designed
precisely because experimenters know they may significantly influence participant responses. Replicators
with a verification motivation should therefore reproduce original procedures as closely as possible. That
may also mean, in case these are unclear or incompletely reported, that original procedures have to be
reconstructed based on secondary information or reasoning (e.g., Vermeulen et al., 2014). The responsibility
of a replicator with a verification motivation is to—possibly despite having to work with frustratingly limited
information—aim to faithfully reproduce original procedures as closely as possible. In such cases, contacting
the original authors may be helpful. Note, however, that the value of replication lies also in independent
verification of initial findings and that original authors may (even unknowingly) be biased towards their own
findings. In any case, if there are known a priori deviations, replicators with a verification motivation should
explain and justify why they consider such deviations necessary or inconsequential.

In contrast, replicators motivated to test generalizability may typically focus on the procedure to make
deliberate deviations. Given that experimental procedures are influential, it may be a valid concern whether
original results stem from an unintended feature of the research procedure. Using deliberate procedure
deviations in modified replications, this can be purposefully tested. Note that adding new elements to a
procedure after the original procedure is finished is inconsequential and thus should not be considered a
deviation. Adding such new elements can serve extension purposes.

4.4. Reproducing the Design

Original experimental research designs (i.e., the number of experimental factors, their levels, and between
or within‐subject manipulation) are usually unproblematic to replicate. Commonly, experimental designs are
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well‐documented and experimental factors are clearly explained. Replicators with a verification motivation
should aim to use the same design as the original study.

It may, however, occur that the focus of a replication attempt concerns only a subset of the full design, for
example, a particular comparison between conditions. Replicators—even thosewith a verificationmotivation—
could then choose to adapt the original design by only including the experimental conditions necessary to
replicate the original comparison: The omission of the other conditions is an inconsequential deviation. In a
similar vein, replicators with an extension motivation may opt to add between‐participant conditions without
consequentially deviating from the original.

Importantly, whether or not design adaptations are consequential depends on the type of design.
Between‐participant designs tolerate adaptations (added or omitted conditions) much better than
within‐participant designs. Adaptations to within‐participant designs are very often consequential as they
affect a study’s procedure and, therefore, potentially also its results. Replicators with a verification motivation
should avoid such consequential deviations. Those with a generalizability motivation may however use
deliberate deviations in experimental design to test whether findings generalize beyond the original design.

4.5. Reproducing the Measurements

Communication science journals often allow for extensive method sections (Berger et al., 2010), so
dependent measures should generally be well‐described. It also becomes increasingly normative to share the
complete methodology (Dienlin et al., 2021). This makes it, in principle, feasible to reproduce original
measures in a replication study. However, particularly in older publications, often not all items of a scale are
reported. Nevertheless, replicators with a verification motivation should aim to reproduce original measures
as closely as possible.

Yet, it is important to recognize that measures, like stimuli (see below), are subject to interpretation and may
be perceived differently across eras, cultures, and countries. For example, in his experiment on cultivation,
Shrum et al. (2011) measured television viewing through items like “I have to admit, I watch a lot of television.”
In a 2023 diversified media setting, it is very likely that this question will be interpreted differently. In case a
replicator is convinced that a measure or a scale item does not capture the same latent concept as it did in the
original study, it becomes questionablewhether it should nonetheless be included in a replication. Amore valid
approachwould be to aim at constructing amodern counterpart of thatmeasure or item: an update/translation
to the current time and cultural context. In fact, in such cases, updating outdated measures or items would be
a requirement for a verifying replication.

4.6. Reproducing the Stimuli

Reproducing stimuli from original studies is a central challenge for replicators. Especially for experimental
studies in communication science, which rely heavily on media messages as stimuli, it is often impossible to
re‐use original stimuli as they have lost their original relevance ormeaning.When the aim is to verify an original
study, updating or translating is then required. As an example, eight out of the 10 “cornerstone” experiments of
communication science presented in the Supplementary Material (Appendix I) use media messages as stimuli.
Mediamessages are almost guaranteed to evoke different responses in participants fromanother era or culture
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than they originally did. We argue that in such cases, and when one is motivated to verify an original study, it
is bad practice to nevertheless use the exact same (outdated) stimuli.

A first‐hand example is a three‐study replication by some of the current authors of Gorn’s (1982) experiment
testing music effects in advertising. In the first two—supposedly exact—replications, we used the same music
for a 2013 Dutch sample as Gorn used for his 1980’s Canadian sample (Vermeulen et al., 2014). The music
effects—obviously, with hindsight—were different in 2013, but that taught us little about the replicability of
Gorn’s original findings. A third study that employed updated musical stimuli in fact yielded results similar to
those of Gorn.

The question of how to adaptmeasures and stimuli in such away that is likely to produce the same responses in
current participants as in the original study, or to translate a stimulus in such away that it will produce the same
responses in participants from other cultural backgrounds, is highly complex. The basic idea is that stimulus
features should be reproduced in a current cultural context, instead of the stimuli themselves (D.M. Slater et al.,
2015). This is done by conducting a content analysis of stimulus features and then systematically re‐creating
these features in geographical, contextual, and era‐congruent stimuli (M. D. Slater, 1991). In Appendix II of the
SupplementaryMaterial, we present a practical guide on how to do this for stimuli and measures as commonly
used in communication science experiments. To make the task more tangible, we discuss different stimulus
features: source features, message features, and channel features. Additionally, we discuss recipient state
features, which are stimulus features used to induce a particular psychological state in recipients (e.g., task
involvement), which in turn may change a response to another stimulus. We also explicitly discuss that in
updating stimuli from a previous communication science experiment, replicators should not only focus on
features in which stimuli (experimentally) differ but also on features in which they are the same (e.g., if both
stimuli were realistic then, they should be realistic now).

4.7. Reproducing the Analyses

A commonly used approach to determine whether a replication confirms the outcomes of an original study is
testing whether the observed effect sizes are sufficiently similar, i.e., whether the original effect size’s point
estimate is included in the replication’s 95% confidence intervals (cf. Asendorpf et al., 2013; LeBel et al.,
2018). Due to the extensive method sections common in communication science (Berger et al., 2010),
replicators can often clearly identify what type of statistical model was used and how the effect of interest
was estimated. However, exact data preprocessing steps (e.g., what exclusion criteria were used and how
missing values were treated) are often not reported. This lack of transparency makes it difficult to follow the
original analysis procedure in every detail. If the aim is to verify the original study’s findings, replicators
should attempt to replicate the original analysis procedure as closely as possible, which may involve taking
steps such as contacting the original authors, in search of missing information. That said, many data
preprocessing steps are arbitrary, and different choices could be considered valid (e.g., Simonsohn et al.,
2020; Steegen et al., 2016). Hence, one could argue that certain aspects of the analyses need not be
perfectly aligned with the original study (e.g., thresholds for outlier removal). Again, it is important to a priori
deem such (minor) deviations as inconsequential in order to still conduct a verifying replication.

It is important to mention here that extension‐motivated replicators can explore alternative ways to analyze
the data without sacrificing the ability to verify the original study’s findings. As long as the original analysis is
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reproduced, one can additionally report alternative analyses without endangering a replication’s verification
goal. As an example, Vermeulen et al. (2014), in their replication of Gorn (1982), needed to replicate Gorn’s in
part faulty data analysis method to compare effect sizes but also presented an improved analysis.

In this section, we reviewed how replication studies can include adaptations and deviations from the original
study. We argued that updating and translating measures and stimuli is often required if one is motivated to
verify an original study’s findings. Replication studies with a verification goal may also include inconsequential
deviations (e.g., in sample, setting, procedures, and analyses) if these are clearly justified. In contrast, deviations
may also be deliberately introduced with a motivation to test generalizability. In the next section, we will bring
this together and distinguish how different motivations relate to different types of replications, which allow
for different types of deviations.

5. A Taxonomy for Replications In Experimental Communication Science

Several authors have previously presented taxonomies of replication studies (e.g., LeBel et al., 2018; Lykken,
1968). Notably, Kelly et al. (1979) developed a taxonomy of replication types specifically for experimental
communication research. After applying their taxonomy on replication studies in the discipline, they found
that studies that had made alterations in the stimulus materials were by far the most prevalent. This finding
corroborates our observation that in order to replicate communication science experiments, it is often
necessary to update stimuli.

LeBel et al. (2018) introduced a taxonomy that orders replications according to their similarity with the
original study. On a broader level, they distinguish direct from conceptual replication, arguing that they serve
different epistemological purposes. Only replication types subsumed under direct replications (exact, very
close, and close replications that only differ in contextual and procedural aspects) are regarded as
sufficiently similar to an original study to be considered evidence for the original study’s claim. Because of
their methodological similarity to the original study, they allow for the falsification of a hypothesis and
thereby question the credibility of an effect (LeBel et al., 2018; Meehl, 1978). Interestingly, LeBel et al. also
consider replications that use different stimuli as sufficiently close if hypothesis, constructs,
operationalization, and population characteristics are the same—In their taxonomy, this would be a close
replication, the furthest away from the original study that can still be seen as a direct replication.

Conceptual replications, in LeBel et al.’s (2018) framework, are characterized by deliberately introduced
differences in study elements, such as different constructs, operationalizations, samples, or stimuli.
Unsupportive evidence from such studies cannot question the original study’s finding because it is unclear
whether it is a falsification of the original hypothesis or simply highlights contingency on particular study
elements that were changed. As such, conceptual replications can only provide insights into the
generalizability of presumably replicable effects or hypotheses.

Our taxonomy (Figure 1) builds on previous work, particularly LeBel et al. (2018) and Steiner et al. (2019),
but also differs in two substantial regards: First, we explicitly include researchers’ motivations to replicate a
study and argue that these motivations automatically imply particular replication types. Second, we
explicate the difference between mere translations/updates, inconsequential deviations, and deliberate
deviations. In frameworks such as LeBel et al. (2018), replication types are only differentiated by the amount
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of study elements that differ. As a result, our taxonomy better facilitates replication researchers to evaluate
and report the setup of their replication studies. Also, our taxonomy differs by integrating direct (aiming to
verify by staying methodologically close to the original), modified (systematically exploring one or few
deviations), and conceptual ([dis]similar studies testing the same hypotheses) replications in one framework.

Similar to prior taxonomies, we order replication types according to their similarity with the original study.
Any individual replication study may be placed on this similarity continuum and may occasionally fall between
those exemplary types that we highlight and discuss in the following. On the highest level, we differentiate
direct, modified, and conceptual replications. We argue that these three types of replications serve different
epistemological purposes, which can be expressed as researchers’ motivations to conduct a replication (see
our discussion of motivations above).
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Figure 1. A taxonomy for experimental replications in communication science. Notes: It is important to note
that the classification does not provide any evaluation, all types of replications have their value in the general
research endeavor; the taxonomywas inspired by, and builds on, the taxonomy proposed by LeBel et al. (2018);
* in communication science, exact replications are almost always impossible to conduct, as media stimuli
(and measures) require updates in order to be meaningful, and changes in sample, setting, and procedure
are often inevitable.
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If the motivation is verification, i.e., whether or not an original finding can be replicated with the same or at
least sufficiently similar methodology, researchers need to make sure that their replication attempt indeed
qualifies as a direct replication of the original study. Such replications generally require strict obedience to
the original study elements or at least need to be sufficiently similar. Based on the nature of deviations,
direct replications can be further distinguished into exact, very close, and close replications. Exact
replications keep all study elements exactly the same. Although theoretically conceivable, exact replications
are rarely, if at all, possible in (experimental) social science (Nosek & Errington, 2020) and particularly in
communication science. As discussed earlier, it is almost always inevitable that a replication study deviates
from one or more study elements. In the case of communication science experiments, particularly stimuli are
contingent on time and context and easily outdated. In “very close” replications, such study elements are
updated in order to enable a valid replication of the original study. Note that when we discuss dissimilarities,
we purposefully differentiate between updates, (a priori) inconsequential deviations, and deliberate
deviations (a difference compared to prior frameworks). If the aim of a replication is to verify the original
findings (i.e., a direct replication), only necessary updates are allowed. As argued earlier, a stimulus from the
1950s may not elicit the same responses in participants today. Yet, it may be possible to create an updated
stimulus that is context‐ and time‐appropriate and elicits the same response in participants today as the “old”
stimulus did in participants in the 1950s.

Another distinction within direct replications is expressed in the difference between a very close and a close
replication. Whereas a close replication aims to adhere to the original design and methodology as much as
possible and only introduces necessary updates to a few study elements, a close replication also allows
deviations that are a priori deemed inconsequential to still allow for verification of the original study’s claim.
We purposefully limit these to the study elements sample, setting, procedure, and analysis, as those are
likely to differ slightly in many verification‐motivated replication attempts. Whether a deviation is a priori
inconsequential may be hard to justify. A starting point may be to investigate the specificity of the original
hypothesis and the original study’s claim. For example, did the original hypotheses make auxiliary
assumptions relating to these particular study elements explicit? Is the theoretical claim clearly limited to a
particular sample, procedure, or context? Did the original study somehow explicate boundary conditions
relating to the particular sample, setting, or procedure originally implemented? Overall, we argue that
replications that only introduce justifiably inconsequential deviations, while keeping the same or merely
updating all other core elements, can still be regarded as direct replications aimed at verifying the
original finding.

Like prior authors (e.g., Hendrick, 1990; Steiner et al., 2019), we include a replication type that does not fall
under direct replications nor under conceptual replications but sits somewhere in between. Such modified,
but still proximate, replications—which are quite prevalent—are conducted when a replicator is no longer
aiming at verifying an original study’s claim but investigates the generalizability of an original study in light of
particular methodological choices that were made. In other words, such replications test whether the
original study’s finding is contingent on particular methodological aspects. Such studies can be regarded as
modified replications—deliberately varying one or more study elements, while keeping the same or merely
updating all others. For example, a research team could be interested in testing whether the original findings
still hold if a modified dependent measure or a modified stimulus is used (i.e., study generalizability). Clearly,
such replications do not qualify as direct because they intentionally introduce deviations from the original
study. Yet, they should be distinguished from conceptual replications, which are focused on merely testing
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the same hypothesis using any valid, and potentially more different, methodology. For modified replications,
the focus remains on the original study itself and on potential methodological questions that it raised. When
modified replications yield the same result as the original study, they provide evidence that the findings
generalize to the modified methodological element. In contrast, a failed modified replication provides a first
indication of the boundary conditions of the original finding.

A third type of replication, subsumed under the label conceptual replication, aims at testing the
generalizability of a theoretical claim (i.e., theory generalizability) while implementing dissimilar
methodologies compared to the original study. The focus thus is on retesting the hypotheses of the original
study (i.e., theory generalizability). In such studies, any deviation from the original study is permissible as long
as they are theoretically valid and the tested hypotheses are still the same (LeBel et al., 2018). In fact, in
order to prove the generalizability—not just the verifiability—of a theoretical claim, deviations compared to
the original study are necessary. We distinguish far replications, where the theoretical constructs are still the
same and the replication thus re‐tests the original study’s theoretical claims exactly, from very far
replications, where theoretical constructs may be slightly varied to test the original study’s claims in a
broader sense.

Finally, our taxonomy also includes a motivation that can be combined with all three (direct, modified,
conceptual) types of replications: extension. With an extension motivation, the goal is to gain additional
insights compared to the original study. Motivated by extending and better understanding the original
study’s findings, replicators can add methodological aspects (e.g., additional measures, experimental groups)
to their replication study. As already argued, however, the core motivation (i.e., verification, study
generalizability, theoretical generalizability) may limit what type of additions are allowed.

Our taxonomy facilitates researchers (including replicators, reviewers, and peers) to conduct, evaluate, and
justify the setup of replications of communication science. We urge replicators to (a) clearly identify their
motivations to conduct a replication and, in line with their motivation, (b) justify any updates or deviations to
the original study’s design. We acknowledge that the types of replications that we emphasized as exemplary
oversimplify the range of potential replications. That said, we strongly believe that they will help researchers
in placing replication attempts on the similarity continuum and, thereby, evaluate in what ways these
replications can say something about the replicability of the original study’s findings or the generalizability of
the theoretical claim.

6. Conclusion and Discussion

In order to facilitate researchers to conduct, evaluate, and report the setup of replication studies, we provided
a taxonomy of replication types. We argued that researchers almost always need to update and/or translate
some elements of an original communication study tomeaningfully replicate it, andwe provided guidelines and
examples as to how to approach and justify such updates and translations. We also discussed the difference
between inconsequential and deliberate deviations from an original study.We posited that the extent towhich
a deviation is permissible depends on the motivation to conduct a replication study. Here, we distinguish
three basic motivations: verification of an original study’s findings, testing the generalizability of an original
study (which we further differentiate into the generalizability of study outcomes vs. theoretical claims), and
(in combination with one of the other three motivations) extending an original study beyond the original goals.
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Because these motivations dictate what types of deviations are permissible, they also determine the type of
replication (i.e., direct, modified, and conceptual).

6.1. Limitations and Challenges

Although we believe that our taxonomy helps in categorizing replication attempts and facilitates researchers
to consider and justify what types of deviations are permissible depending on the motivation they have, we
acknowledge certain limitations. First, the distinction between direct and conceptual replications may not
always be as clear‐cut as we suggest here. By introducing a third type of replication (modified), we already
propose a more fine‐grained differentiation, yet still different researchers may interpret, for example, the
status of particular deviations differently, leading to ambiguity in the proposed categorization and potentially
diverging opinions on what constitutes a replicated effect. In such cases, we hope our categorization will
facilitate the scientific debate.

Second, we acknowledge certain constraints in conducting replications that cannot be solved even with a
granular taxonomy. For example, certain large‐scale experiments may be difficult to replicate due to their size
and resource‐intensiveness. Similarly, replicating certain experiments may pose ethical challenges, especially
if the original study involved controversial or sensitive procedures.

Another challenge relates to how to deal with replication outcomes. It is likely that replication studies (across
all types discussed above) produce diverse outcomes, including partial replications, variations in effect sizes,
or even contradictory results. Making sense of these outcomes is not as trivial as it seems. A non‐replicated
finding could mean that the original study was a false positive, but it could also be that the replication is a
false negative. In fact, cumulative evidence for a study’s results requires several (direct) replications, a
time‐consuming and slow process that, at least currently, does not seem to be valued sufficiently in our field
(Dienlin et al., 2021).

6.2. Recommendations for Replicators

Following our discussion and taxonomy, we recommend the following guidelines for researchers interested
in conducting and publishing a replication study. First, clearly specify the motivation behind conducting your
replication study: Do you want to (a) verify the original study’s findings, (b) test the study’s contingency on
particular methodological choices, or (c) test the generalizability of the theoretical claim? Additionally, do you
aim to (d) extend the original study in any way?

Second, specify as concretely as possible any deviations from the original study for all study elements (see
Figure 1) and explain whether these are updates, inconsequential deviations, or deliberate deviations.
In case of verification aim (direct replication), justify why the planned deviations are deemed necessary and
why you deem them sufficiently similar or inconsequential (e.g., update due to a different era, translation to a
new context). In case of focus on study generalizability (modified replication), again, justify any planned
deviations but additionally specify which deliberate deviation(s) are made and what the aim of this deviation
is (e.g., to test whether findings generalize to a different measure). In the case of focus on theory
generalizability (conceptual replications), any theoretically valid deviation is permissible, yet we nonetheless
urge you to discuss (dis)similarities to the original study.
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Third, in case of a complementary extension motivation, specify which extensions you make and which
further insights to the original study you aim to gain. Also specify the convoying motivation (verification,
study generalizability, or theory generalizability) and justify the deviations and extensions accordingly
(e.g., new measures are added after the original procedure).

Fourth and finally, diligently report the protocol of your replication study andmake it available to reviewers and
peers (e.g., as supplementary material and/or in a public repository). This will help others to (a) scrutinize your
design choices, (b) conduct subsequent or even collaborative (“many‐labs”) replication efforts, and (c) specify
their own design deviations more easily.
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communication scholars’ behavioral intentions. Perceived effort inversely affects attitudes toward data
sharing but does not impact behavioral intentions. This study provides a theoretical framework for
understanding data‐sharing intentions and behaviors in the open science movement. The role of this
research as a replication study serves as a compelling demonstration of scientific inquiry. Practical
suggestions, such as fostering open dialog, institutional incentives, and cooperation between different
actors to increase communication scholars’ data‐sharing intentions, and recommendations for carrying out
replication and reproduction studies, are discussed. Finally, we judiciously reflect on the methodological
limitations of our research and highlight directions for future research on open science.

Keywords
China; communication scholars; open science; replication study; structural equation modeling; theory of
planned behavior

© 2024 by the author(s), licensed under a Creative Commons Attribution 4.0 International License (CC BY). 1

https://www.cogitatiopress.com/mediaandcommunication
https://doi.org/10.17645/mac.7666
https://www.cogitatiopress.com
https://orcid.org/0000-0003-4654-0603
https://orcid.org/0000-0002-6987-9311
https://doi.org/10.17645/mac.i429


1. Introduction

The replication crisis, which suggested that many social science findings appeared to be unreliable, inspired
the open science movement (Dienlin et al., 2021; Matthes et al., 2015). Like many disciplines, communication
studies are also dealing with the promotion of openness (Bowman et al., 2021; Lewis, 2020). Following the
publication of “An Agenda for Open Science in Communication” (Dienlin et al., 2021), many efforts have been
proposed by various position articles to encourage and facilitate open communication science (OCS), such
as the Journal of Communication’s special issue titled Open Communication Research (Shaw et al., 2021) and
Digital Journalism’s special issue titled Analytical Advances Through Open Science (Haim & Puschmann, 2023).

Despite broad familiarity and support for OCS among International Communication Association (ICA)
members, as evidenced by a recent survey (𝑁 = 330; Bowman et al., 2021), there remains a notable gap in
actual engagement with OCS practices. While the potential legal and ethical challenges of OCS (Grand et al.,
2012; Zhang et al., 2022) have been widely noted, we lack an understanding of these low levels of
engagement with OCS practices. As one of the most salient aspects of open science, data sharing also faces
the problem of low engagement (Tenopir et al., 2015; Vines et al., 2014; Zenk‐Möltgen et al., 2018), which
significantly hinders the reproducibility and replicability of communication research (Dienlin et al., 2021).

Hitherto, only limited research efforts have used empirical data to explore the factors that motivate
communication scholars to share their data. To our knowledge, only Harper and Kim (2018) employed an
empirical model based on the theory of planned behavior (TPB) to illustrate the elements that impact the
willingness of American psychologists to embrace an open data badge. To address the research gaps in OCS
practices within the field of communication, our study replicates the research design of Harper and Kim
(2018). While their study focuses on the adoption of open data badges in psychology, exploring attitudinal,
normative, and resource factors, our study extends this inquiry to the behavioral intentions of Chinese
communication scholars in data sharing. This represents an empirical investigation of these factors through
the lens of the TPB in a non‐Western context, broadening the understanding of OCS practices globally.

2. Literature Review

2.1. Data Sharing and Its Role in Open Science

Although data sharing has been a component of scientific research for many years, recent technological
advancements and the development of platforms such as the Open Science Framework have significantly
enhanced the ease and scale at which data can be shared. This has led to an increased focus in the literature
on data‐sharing behaviors, particularly in the context of these modern platforms and the wider movement
towards open science. Many such studies have identified the benefits of data sharing. For example, it has
been claimed that data sharing can improve the reliability and robustness of communication scholarship
(Dienlin et al., 2021) because the sharing of design protocols, measures, and analytic scripts can help
improve the rigor of study designs and foster public trust (Banks et al., 2019). Researchers with interests
that align can leverage existing scholarly work to either validate the results of prior studies or to explore new
hypotheses, ultimately reducing costs, saving time with regard to data collection (Harper & Kim, 2018), and
facilitating replication of studies and reproduction of analyses (Dienlin et al., 2021).
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However, merely highlighting the benefits of sharing data does not provide a complete picture of healthy
OCS. As de Oliveira et al. (2021) argued, OCS encompasses two distinct perspectives. The first perspective
emphasizes principles such as acceleration, efficiency, and reproducibility, while the second perspective
aims to foster participation, social justice, and the democratization of knowledge. The uneven development
of OCS is what Dutta et al. (2021) called “hegemonic open science,” which emerges from knowledge
production systems in the Global North and primarily serves the economic interests of platform capitalism.
This approach systematically excludes the voices of marginalized communities in the Global South. This
concept raises important considerations. For instance, if open science practices and platforms are primarily
designed with the Global North in mind, they may not be as effective or accessible for scholars in the Global
South, including China. This could influence the attitudes and behaviors of Chinese communication scholars
towards data sharing. Our research could therefore contribute to a more nuanced understanding of how
open science can be more inclusive and equitable, ensuring that it serves the diverse needs of the global
research community.

2.2. Data Sharing in the Global South

The Global South also plays a significant role in the OCS movement and faces unique challenges. In fact,
studies have shown that OCS practices and scientific production in the Global South, such as Malaysia (Zhang
et al., 2022), Thailand (Cheah et al., 2015), and Latin America (de Oliveira et al., 2021), are highly nuanced.
As noted by Cheah et al. (2015), the Global South often exhibits little or no capacity for data sharing because
data management is an expensive business, and skills in data collection, data validation, standardization of
variables, and tabulation are rare. In addition, data analysis software/tools such as Statistical Package for Social
Sciences (SPSS), Stata, and NVivo are costly, and only a few academic groups can afford them. In such cases,
the difficulties of data sharing and researchers’ willingness to engage in such practices might be different from
the situation in Western developed countries. Therefore, investigating communication scholars’ data‐sharing
intentions is crucial in the context of the Global South, and such an investigation could provide us with a
holistic understanding of open science.

Notably, China is among the countries in which communication research is becoming more international due
to the rapid development of 5G technology and the swift advancement of social media, which provides new
avenues and subjects for research, thus contributing to the field’s evolution and international relevance. Some
Chinese scholars are actively involved in studying and advocating open science (Xu & Zhang, 2020, 2022).
Research has shown that OCS in China faces challenges with regard to weak awareness of open sharing, the
fuzzy boundaries of data sharing, the lack of norms of data management, and insufficient incentives (Xu &
Zhang, 2020). Chinese scholars, specifically those who are interested in qualitative research, are especially
concerned with difficulties pertaining to data verification, replication, and reuse in regard to data sharing
(Xu & Zhang, 2022). Considering the large number of articles published by Chinese scholars and the feasibility
of sampling, we developed a questionnaire to investigate the factors that impact Chinese communication
scholars’ data‐sharing intentions.
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3. Theoretical Framework

3.1. The Theory of Planned Behavior

The TPB is a model used to understand and predict human behaviors across various disciplines (Ajzen, 1991).
This model was proposed to improve the theory of reasoned action (Fishbein & Ajzen, 1977) by adding
“perceived behavior control.” The theoretical structure of the TPB is shown in Figure 1. The TPB suggests
that behavioral intentions affect actual behavior and that behavioral intentions are affected by attitudes,
subjective norms, and perceived behavior control.

A�tudes

Sujec ve

Norms

Perceived Behavioral

Control

Behavioral

Inten ons
Behaviors

Figure 1. Conceptual model of the TPB.

The TPB has many mature applications in the social sciences, in which context researchers have explored
the predictability of behaviors by explaining the formation of behaviors and the meaning of relevant
influencing factors. Many studies have verified the ability of the TPB to predict behavioral intentions
(Knowles et al., 2012; Kovac et al., 2016; St Quinton, 2022). Notably, the TPB is a suitable model for data
policy research. For example, Sommestad et al. (2015) used the TPB to explain policy compliance intentions
in information security and showed that the TPB made good predictions. Akdeniz et al. (2023) used the TPB
and identified critical factors influencing intentions to share social media data, including past experiences
with data sharing, attitudes towards sharing, perceived norms, and perceived behavioral control.
As mentioned, Harper and Kim (2018) also employed the TPB to investigate the factors affecting American
psychologists’ intentions to adopt an open data badge. Such flexibility demonstrates the TPB’s broad
applicability across different domains, highlighting its value as a versatile framework for understanding the
intricacies of behavioral intentions within various research settings.

Evidence for the TPB in non‐Western cultures shows that it is a robust model for predicting behaviors across
different cultural contexts. Studies have found that the core components of TPB—attitudes, subjective
norms, and perceived behavioral control—are relevant and influential in shaping intentions and behaviors in
various non‐Western settings (Alzubaidi et al., 2021; White Baker et al., 2007). For example, Liu et al. (2019)
examine factors influencing scientific data retrieval behaviors within the framework of TPB, offering insights
into how attitudes, subjective norms, and perceived behavioral control can shape information‐seeking
actions in a Chinese academic setting. The findings underscore the theory’s relevance and adaptability
in understanding and predicting behavior in diverse cultural contexts. However, the specific impact and
interplay of these components can differ based on cultural norms, values, and societal structures,
necessitating adaptations or expansions of the model to fully capture the nuances of behavior in
these contexts.
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The TPB’s adaptability in predicting behaviors across varied cultural contexts paves the way for an in‐depth
exploration of how disciplinary distinctions influence adherence to open science practices. This research
delves deeper into the differences between psychology and communication studies in terms of their
engagement with open science practices. Our study focuses on Chinese communication scholars, while
Harper and Kim’s (2018) targeted psychologists. Psychology, traditionally, has a strong emphasis on
empirical, often quantitative, research that generates large datasets, making data sharing a significant aspect
of open science. In contrast, communication studies encompass a broader range of methodologies, including
qualitative and theoretical research, where data sharing might not always be straightforward or applicable.
The discipline’s diverse nature means that open science practices may vary widely, from sharing data sets to
open peer review and publishing processes. The reliance on OCS in communication studies is thus a more
multifaceted and nuanced issue, reflecting the diversity of its research methods and outputs.

3.2. Research Model and Hypotheses

Grounded in the theoretical framework of the TPB, we focused our study on replicating the research design
of Harper and Kim (2018) and evaluating their hypotheses in the context of Chinese communication
scholars. As shown in Figure 2, we incorporated attitudinal (the perceived benefit, risk, and effort of data
sharing), normative (subjective norms for data sharing and data sharing pressure from journals), and resource
factors (facilitating conditions for data sharing) into the model. Attitude can be defined as the overall
evaluation or appraisal by communication scholars of the practice of data sharing, shaped by their personal
beliefs regarding its potential benefits, consequences, and the associated effort. Subjective norms are
defined in terms of communication scholars’ perceptions of how others (research institutes, sponsors, etc.)
view data sharing. When there is widespread support and encouragement among various groups for scholars
to perform or consider a particular behavior, it increases the likelihood that these scholars will intend to
adopt that behavior. In addition to individuals, academic journals also generate data‐sharing pressure,
since these journals usually ask authors about their data availability when submitting their manuscripts.
Finally, perceived behavioral control (i.e., facilitating conditions) refers to communication scholars’
perceptions of favorable resources for data sharing. Based on Harper and Kim (2018), we propose the
following eight hypotheses:

H1: Perceived benefit positively affects communication scholars’ attitudes toward data sharing.

H2: Perceived risk negatively affects communication scholars’ attitudes toward data sharing.

H3: Perceived effort negatively affects communication scholars’ attitudes toward data sharing.

H4: Perceived effort negatively affects communication scholars’ behavioral intentions with regard to
data sharing.

H5: Communication scholars’ attitudes toward data sharing positively affect their behavioral
intentions with regard to data sharing.

H6: Subjective norms of data sharing positively affect communication scholars’ behavioral intentions
with regard to data sharing.

Media and Communication • 2024 • Volume 12 • Article 7666 5

https://www.cogitatiopress.com


H7: Data sharing pressure from journals positively affects communication scholars’ behavioral
intentions with regard to data sharing.

H8: Facilitating conditions for data sharing positively affect communication scholars’ behavioral
intentions with regard to data sharing.
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H2 H5

H6
H7

H8

H1
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A!tude

Subjec"ve

Norm

Journal

Pressure

Facilita"ng

Condi"ons

Behavioral

Inten"on

Figure 2. Research model and hypothesis. Source: Adapted from Harper and Kim (2018).

4. Research Method

4.1. Population and Sampling

This study’s focus is primarily on scholars in the field of communication within China. We utilized the
Chinese Association for History of Journalism and Communication (CAHJC) member list for its sampling
frame. The CAHJC was established in 1989 and is the largest communication association in China. Instead of
using email lists for communication, the CAHJC employs official WeChat groups and shares its latest events
on that platform. We used a combination of purposive and snowball sampling methods, and we initially
circulated our survey in the CAHJC’s WeChat groups (𝑁 = 871). To reach as many Chinese communication
scholars as possible, we then encouraged our participants to distribute the questionnaire to former or
present coworkers or PhD students. Two screening questions were included to ensure that the respondents
were conducting research in the field of communication and either had PhD degrees or were PhD
candidates. Participants in the study were informed that their involvement was entirely optional, and they
were assured that all responses would be treated with confidentiality and anonymity.

4.2. Measurement of Constructs

In this study, we used 28 survey items to assess eight research constructs. The majority of these
measurement items were adapted from Harper and Kim (2018) and modified to suit communication scholars’
data‐sharing adoption contexts. Most items measuring communication scholars’ diverse perceptions of data
sharing were scored on a 7‐point Likert scale ranging from strongly disagree to strongly agree. Multiple items
were employed to gauge each research construct in this study. Detailed information on the measurement
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items utilized for these constructs is provided in Table 1. The final survey commenced with the presentation
of a consent form, followed by a comprehensive introduction to the concept of open science. This
introduction included a detailed definition of open science and a discussion of its historical evolution and
developmental context.

4.3. Data Collection Procedure and Results

The survey was distributed through WJX, an online survey management software from China
(https://www.wjx.cn), on May 17, 2022, and remained available for four weeks. We collected a total of 412
valid responses from our survey participants. The average time (in seconds) to complete the survey was
𝑀 = 918.8 (𝑆𝐷 = 736), with a median of 918. As suggested by Bowman et al. (2021), we excluded responses
that were either quicker than the bottom 5% ( ≤ 361.3, 𝑛 = 20) or longer than the top 90% ( ≥ 1431, 𝑛 = 41).
This filtering resulted in the removal of 61 responses, leading to a final sample size of 351. The adjusted
average completion time for the survey was 757 seconds (𝑆𝐷 = 248.7). The median response time recorded
was 729 seconds, with the shortest frequent response time being 363 seconds.

4.4. Demographics of the Respondents

The demographic information of the survey respondents encompassed gender, academic title, and research
areas of the communication scholars, categorized according to the ICA classification system. Among the
351 participants, 192 (54.7%) identified as “women.” Ninety‐two respondents (26.2%) reported having
“senior faculty” status, followed by 113 (36.2%) who reported having “mid‐career faculty” status, 52 (14.8%)
who reported having “junior faculty” status, and 94 (25.4%) who reported being “postdoctoral or doctoral
students.” In terms of research interest, all 25 ICA divisions and interest groups were represented, with each
individual being categorized into only the one division that was closest to their research interest. At least
10% of the sample represented two subfields: popular media and culture (𝑛 = 66, 18.8%) and
communication and technology (𝑛 = 36, 10.3%). Other significant categories included journalism studies
(𝑛 = 33, 9.4%), political communication (𝑛 = 31, 8.8%), and mass communication (𝑛 = 28, 8%). This
distribution closely mirrors that found by surveys of ICA members (Bowman et al., 2021).

5. Data Analysis and Results

5.1. Reliability and Validity Test

After the questionnaire was developed, a pilot test was conducted with the participation of 30
communication scholars. These scholars could complete the questionnaire within an average time of about
10 minutes. Feedback from the respondents indicated that the instructions and question wording were clear
and effectively measured the intended constructs, affirming both the face and content validity of the
questionnaire (Churchill, 1979). As depicted in Table 1, the average scores for the eight variables examined
in the study varied from 3.314 to 5.256, with standard deviations ranging between 1.116 and 1.405.
The Cronbach’s 𝛼 of all variables was above .7, thus suggesting good reliability.

The study utilized IBM SPSS AMOS 24 for confirmatory factor analysis to validate the measurement model’s
reliability and validity. This process included checking each variable’s skewness and kurtosis to confirm data
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Table 1.Measurement items and descriptive analysis for research constructs.

Construct Items M SD 𝛼
Perceived Benefit
(Harper & Kim, 2018)

I can earn academic credit, such as more citations, by
sharing data.

5.256 1.116 .894

Data sharing would enhance my academic recognition.
Data sharing would improve my status in the
research community.

Perceived Risk
(Harper & Kim, 2018)

There is a high probability of losing publication
opportunities if I share data.

5.094 1.302 .835

Data sharing may cause my research ideas to be stolen by
other researchers.
My shared data may be misused or misinterpreted by
other researchers.

Perceived Effort
(Harper & Kim, 2018)

Sharing data involves too much time for me (e.g., to
organize/annotate).

4.747 1.272 .834

I need to make a significant effort to share data.
I would find data sharing difficult to do.

Data sharing is a good idea. 5.031 1.262 .945
Data sharing is valuable for replication.
Data sharing is valuable for reproducibility.
Data sharing makes research more transparent.

My university or research institutes think that I should
share data.

3.314 1.405 .952

My editors or reviewers think that I should share data.
The institutions funding my research think that I should
share data.
My sponsors/consultants/bosses think that I should
share data.

The open science journal expects me to share the datasets
for my manuscripts.

4.992 1.284 .903

The open science journal expects me to share the research
materials for my manuscripts.
The open science journal expects me to apply for open
science badges when submitting manuscripts.

I have the resources necessary to share data. 3.390 1.374 .942
I have the knowledge necessary to share data.
I have the data repositories necessary to share data.
A specific person (or group) is available for assistance with
data‐sharing difficulties.

I intend to share data in my future research. 4.613 1.296 .960
I predict that I will share data in my future research.
I plan to share data in my future research.
I will likely share my research data in the future.

Attitudes
(Harper & Kim, 2018;
Venkatesh et al., 2003)

Subjective Norms
(Harper & Kim, 2018;
Taylor & Todd, 1995)

Journal Pressure
(Bowman et al., 2021;
Harper & Kim, 2018)

Facilitating Conditions
(Harper & Kim, 2018;
Venkatesh et al., 2003)

Behavioral Intentions
(Harper & Kim, 2018;
Venkatesh et al., 2003)
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normality. The analysis involved calculating composite reliabilities (CRs) and average variance extracted
(AVE) values through standardized loadings, which were instrumental in evaluating the constructs’
convergent and discriminant validity. Results presented in Table 2, including CRs and AVE values, indicated a
high level of reliability (CRs between .902 and .971) and sufficient convergent validity (AVE values over .5).
The study also examined discriminant validity by comparing the AVE values’ square roots with the
correlations among different constructs. The square roots of the AVE values exceeded all the interconstruct
correlations, supporting discriminant validity (Fornell & Larcker, 1981). All bivariate correlations between
these variables were below the critical .75 threshold, which implied that they did not strongly overlap.
Meanwhile, the collinearity diagnostics indicated that the Variance Inflation Factors for all variables were
below the threshold of 5, suggesting no concerns about multicollinearity in the model.

Table 2. CRs, AVE values, and correlations among the constructs.

Variable CRs AVE 1 2 3 4 5 6 7 8

Perceived Benefit .936 .829 .910
Perceived Risk .936 .829 −.035 .910
Perceived Effort .902 .755 −.106* .568** .869
Attitudes .961 .859 .475** −.210** −.291** .927
Subjective Norms .966 .876 .200** .047 −.073 .342** .936
Journal Pressure .940 .839 .339** −.143** −.190** .634** .240** .916
Facilitating
Conditions

.959 .853 .095 −.066 −.210** .253** .486** .165** .924

Behavioral
Intentions

.971 .893 .408** −.154** –.265** .687** .418** .546** .331** .945

Notes: * 𝑝 < .05, ** 𝑝 < .01; The square roots of the AVE values are diagonal.

5.2. Structural Model and Hypothesis Testing

Structural equationmodelingwith SPSSAMOS24was employed to test the hypothesis. This involved defining
each latent variable by its observed variables and using six indices to evaluate the model’s fit to the data.
The criteria for these indices included 𝜒2/𝑑𝑓 below 3, Tucker‐Lewis Index (TLI), Comparative Fit Index (CFI),
and Incremental Fit Index (IFI) above .90, and RMSEA and SRMR below .08 (Hair et al., 2019). The analysis
yielded fit indices of 𝜒2/𝑑𝑓 = 2.17 (𝜒2 = 1552.63; 𝑑𝑓 = 737; 𝑝 < .001), TLI = .93, CFI = .93, IFI = .94,
RMSEA = .06, and SRMR = .06, indicating a good fit of the structural model to the data. Figure 3 shows the
results of the structural model. All paths were significant with the exception of the path between perceived
effort and behavioral intentions toward data sharing (𝛽 = −.022). Therefore, H4 was rejected, while the other
hypotheses were supported.

6. Findings and Discussion

6.1. Attitudinal Factors

Similar to Harper and Kim (2018), we found that perceived benefit (𝛽 = .544, 𝑝 < .001) and perceived risk
(𝛽 =−.116, 𝑝 < .05) had significant positive and negative impacts on communication scholars’ attitudes toward
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Figure 3. The results regarding the standardized path coefficients for the hypothesized paths. Notes: * 𝑝 < .05,
*** 𝑝 < .001; the significant paths are shown as solid lines, while the nonsignificant paths are shown as
dotted lines.

data sharing, respectively, and that perceived benefit was the strongest predictor among all attitudinal factors.
Our study is also in line with Akdeniz et al. (2023), who found that while altruistic motives like contributing to
open science and transparency were pivotal in sharing decisions, practical concerns like legal restrictions and
ethical considerations also played a significant role. Such insights are crucial in understanding the dynamics
of data‐sharing behavior. To promote more positive attitudes toward data sharing, the perceived benefits
ought to be emphasized, and the perceived risks and costs ought to be reduced. As data sharing is seldom
acknowledged in key academic progression documents like tenure and promotion guidelines (Pontika et al.,
2022), we urge policymakers and research organizations to reevaluate and enhance the incentives for data
publication in the field of communication research. It is essential to align the benefits of data sharing, such as
increased citations, academic recognition, and enhanced research opportunities, with institutional recognition
and career advancement metrics (Bock et al., 2005). Second, perceived risk can be reduced by reframing data
sharing as an opportunity to build on the extant literature and to promote potential future collaboration;
furthermore, by increasing support at the level of academia, communication scholars can be provided with an
institutional safety net for data sharing.

However, our study found different results regarding perceived effort. Harper and Kim (2018) claimed that
perceived effort negatively affected individuals’ behavioral intentions but did not influence their attitudes.
In contrast, our results suggested that perceived effort negatively affected individuals’ attitudes (𝛽 = −.159,
𝑝 < .001) but had no significant impact on behavioral intentions (𝛽 = −.022, 𝑝 > .05). This discrepancy is
probably due to the nuanced differences between the different measurements used. The subject studied by
Harper and Kim (2018) was open data badge adoption, which differs from our emphasis on data sharing, as
data sharing requires more multilayered efforts than open data badge adoption, which refers simply to the
initial attempt made by the journal to promote open data sharing. Therefore, in this particular situation, the
impact of perceived effort may not be sufficiently strong to change individuals’ behavioral intentions. Given
the negative impact of perceived effort on attitudes, we urge research institutions to provide data
management protocols or easy‐to‐follow recommendations. Consequently, sharing data can become less
burdensome for individuals, thus helping improve their attitudes toward data sharing.
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6.2. Normative and Resource Factors

In line with Harper and Kim (2018), our study indicated that communication scholars were positively
influenced by the norms of data sharing (𝛽 = .169, 𝑝 < .001), indicating that the more researchers believe
that their research institutes, funding institutions, or sponsors expect them to share data, the more likely
they are to perform that behavior. To foster a positive environment for data sharing, research institutions
and academic bodies, like ICA, could actively promote data‐sharing norms. This could involve distributing
educational content about various data‐sharing methods and incorporating data‐sharing practices as a
criterion in the distribution of research funding and resources.

Additionally, both data sharing pressure from journals (𝛽 = .197, 𝑝 > .001) and facilitating conditions
(𝛽 = .094, 𝑝 < .05) positively impacted communication scholars’ intention toward data sharing, a finding
which differs from those reported by Harper and Kim (2018), who found no significant impacts on pressure
from open science journals or the availability of data repositories. According to Harper and Kim (2018), the
nonsignificant effects might be due to a lack of data repositories, and the pressure for researchers to share
data with a publication generated by journals was optional rather than mandatory in 2018. However, at the
time we conducted our research, journal requirements for data sharing had become more pervasive
(e.g., through standardized preregistration, open‐sharing protocols, and open data statements), and free data
repositories such as Open Science Framework had become more easily accessible. Hence, the impacts of
these two factors have become more significant. Given the significant impacts of journal pressure and open
data badge adoption, we suggest that more measures should be taken to facilitate data sharing, including
knowledge sharing on the part of experts and data scientists, lectures and skill training in data sharing, and
customized librarian services and consultations. These efforts can encourage communication scholars with
the necessary expertise and resources to engage in data sharing and enable them to receive help in a timely
manner when they encounter difficulties.

7. Implications

7.1. Theoretical Implications

Our study focuses on examining the factors that influence data sharing within a new context, aiming to
evaluate the actual impact and magnitude of variables based on the TPB. Our study aims to establish the
generalizability of the predicted effects in a non‐Western context. The innovative double nature of the
study lies in the fact that it is both (a) an empirical investigation of the factors that impact communication
scholars’ data‐sharing intentions and are relevant for replication work and (b) a replication study in its
own right that aims to obtain insights from other disciplines in the social sciences (namely, in this
case, psychology).

First, this research offers valuable insights into the cognitive decision‐making process of communication
scholars regarding open science. While it’s notable for pioneering this area of inquiry, the significance of the
study extends beyond its novelty. It delves into the intricate interplay of attitudinal, normative, and resource
factors shaping scholars’ intentions to share data. Drawing from Harper and Kim (2018), we construct a
comprehensive theoretical framework, enhancing our understanding of data‐sharing behaviors within the
open science context. This approach not only fills a gap in existing literature but also enriches our
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comprehension of scholarly behaviors in relation to the evolving open science movement, underscoring its
broader implications and relevance in the field of communication.

Second, our focus on the non‐Western context underlines the diversity and complexity in data‐sharing
practices globally. By exploring the factors influencing data sharing among Chinese communication scholars,
this research not only provides empirical evidence from a non‐Western perspective but also highlights the
need for a more inclusive understanding of open science practices. It challenges the predominantly
Western‐centric view of data‐sharing norms and opens up avenues for further research in diverse cultural
and academic settings. Our findings suggest that Chinese researchers’ attitudes towards data sharing do
differ from their counterparts in other regions. These differences could stem from various factors, such as
cultural attitudes towards intellectual property and collaboration, the influence of local academic and
research policies, infrastructural and resource availability specific to China, and differing levels of emphasis
on open science practices in the academic community. Understanding these nuances is crucial for
developing effective strategies to promote data sharing across diverse academic cultures.

Third, replication represents a significant theoretical contribution (DeAndrea & Holbert, 2017) and is a
fundamental component of scientific inquiry. If an effect is genuinely robust and valid, any competent
researcher should be able to observe it when using the same procedures with sufficient statistical power
(Simons, 2014). Our study confirms the effectiveness of the TPB in this context and further indicates that
the adapted structural equation model leads to better interpretations of communication scholars’
data‐sharing intentions. As indicated in Figure 3, approximately 29.2% of the variance in attitudes
(𝑅2 = .292) is explained by perceived benefit, perceived risk, and perceived effort, and approximately 41.8%
of the variance in behavioral intentions (𝑅2 = .418) can be explained by perceived effort, attitudes,
subjective norms, journal pressure, and facilitating conditions, both of which are higher than the 𝑅2 values
reported by Harper and Kim (2018). These two numbers indicate a good fit of the theories with regard to
analyzing communication scholars’ data‐sharing intentions.

7.2. Practical Implications

This research has practical implications for both the academic field of communication studies and the broader
community of researchers in the social sciences. Although this study focuses on data sharing, the model it
proposes can be utilized to understand broad OCS‐related practices. By employing the framework presented
in this study, universities and research institutes can be better prepared to motivate communication scholars
to share their research data, among many other OCS behaviors. More specifically, this study has the following
practical implications.

The findings of this study emphasize the fact that attitudinal factors, including perceived benefits, risks, and
benefits, have the most significant impacts on the willingness of communication scholars to share their
research data. By encouraging open dialog within the research community to address concerns with
perceived risks and enhance the perceived benefits of data sharing, communication scholars can
collaboratively take steps toward promoting greater transparency within their profession. Universities and
research institutions should consider implementing supportive institutional incentives for OCS. However, it
is important to note, as revealed in the study by Bowman et al. (2021), that there is currently no consensus
among scholars on mandating the publication of research data or giving hiring and promotion preference to
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applicants who share their data. Therefore, while encouraging OCS practices, institutions should also be
mindful of the diverse perspectives within the academic community and aim to foster an environment that
balances open science initiatives with respect for scholarly discretion and diversity of opinions. In this
case, communication scholars can perceive data sharing as less intimidating and more rewarding. If the
benefits of data sharing are expanded, the risks are minimized, and the costs in terms of time and effort
are decreased, communication scholars can become more willing to adopt positive attitudes toward
data sharing.

Furthermore, normative and resource factors, such as the subjective norms of data sharing, data sharing
pressure from journals, and facilitating conditions, positively influence communication scholars’ behavioral
intentions. Therefore, research institutions, academic associations such as the ICA, and publishers in the
field should unite to encourage and facilitate data sharing. For example, these actors can establish friendly
systems or produce helpful tools to facilitate data sharing, offer OCS‐related training to increase
communication scholars’ skills with regard to data sharing, verification, and reuse (Zhang et al., 2022), and
promote a shift toward the standardization of open data practices within their research community. Such
efforts can help establish a better research environment, and greater engagement in data sharing and other
OCS practices can thus be promoted within the field of communication.

8. Conclusion

8.1. Limitations

Whilewe conduct this empirical investigationwith great care, it is important to acknowledge certain limitations
in the methodologies we use. First, our assessment primarily focuses on scholars’ behavioral intentions to
share data rather than their actual behaviors. This approach is chosen because data sharing has not yet become
a common practice in China, and the majority of Chinese communication scholars lack experience in this
area. It is worth noting that, consistent with Harper and Kim (2018), we do not include control variables
such as personal traits and social factors. However, these variables could potentially influence an individual’s
behavioral intentions and might introduce confounding variables into our results.

Furthermore, our sampling methodology exhibits certain imperfections. Identifying a sampling frame that
fully encompasses all Chinese communication scholars is a challenging task. While the CAHJC is the largest
communication association in China, it is important to recognize that not all Chinese communication
scholars participate in its WeChat contact groups.

Finally, our study exhibits a relatively low response rate, receiving only 412 responses from 871 individuals
surveyed, and 351 of these responses are ultimately included in our final analysis. It is possible that
individuals who chose to respond to our survey may have been more inclined to support OCS than those
who did not participate.

8.2. Directions for Future Research

In conclusion, while our study provides valuable insights, it is essential to interpret our results in light of these
methodological limitations, and future research in this area should aim to address these challenges to obtain
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a more comprehensive understanding of the subject matter. Specifically, future research can be expanded in
the following ways.

First, prior studies have indicated the presence of differences in the ways in which open science‐related
practices are embraced and adopted among individuals from diverse demographic and professional
backgrounds (Bowman et al., 2021; Markowitz et al., 2021). It is advisable for future investigations to
explore the impacts of personal characteristics, such as gender, career advancement, methodological
preferences, and research interests, on communication scholars’ perceptions of OCS. Furthermore, factors
such as age, familiarity with OCS, publication history in academic journals, and experience in sharing
research data could be subject to more extensive analysis. It will also be meaningful to investigate the
correlation between expressed intentions and actual involvement. Such investigations would provide a
comprehensive understanding of how these characteristics influence aspects such as the individual’s
self‐efficacy with regard to adopting OCS and readiness for change.

Second, our study’s focus on Chinese communication scholars might have limited our ability to capture other
significant attributes. We acknowledge that the nuances between various academic systems worldwide
could significantly impact open science practices. Different countries may have unique characteristics in
terms of their academic culture, policies regarding intellectual property and data ownership, levels of
funding support for open science initiatives, and the maturity of digital infrastructures for managing and
sharing research outputs. These differences can lead to variations in how scholars perceive, adopt, and
engage with OCS practices, including but not limited to data sharing. Future research conducted on a
broader scale should take into careful consideration the nuances of different academic systems and the
overall progress of OCS in different countries.

Finally, our focus on data sharing may have overshadowed other crucial dimensions of open science
practices. Given the theoretical underpinnings of this model, which are centered around individual beliefs,
social pressures, and available resources, it is plausible to hypothesize that similar mechanisms would
operate when applied to other aspects of OCS, such as preregistration, replication, and reproducibility
(Bowman et al., 2021). However, while there might be similarities in how these factors impact different OCS
aspects, we acknowledge that unique characteristics associated with each dimension could lead to
differential effects. For example, the specific challenges related to data sharing (e.g., privacy concerns,
technical difficulties) may not be directly transferable to the context of preregistration, where issues like
predicting outcomes and committing to methods before data collection become central. Similarly, the
incentives and barriers surrounding replication might differ from those pertaining to data sharing due to the
complexities involved in reproducing entire studies versus simply making data accessible. The study by
Krähmer et al. (2023) sheds light on this aspect, examining the factors that influence researchers’ willingness
to share their analysis code. Their findings reveal that the framing of code‐sharing requests, particularly
those that underscore the replication crisis, significantly impacts researchers’ sharing behavior. Therefore,
future research should explore the application of our model across other dimensions of OCS, which may
exhibit differences from the findings we obtained regarding data‐sharing intentions.
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Abstract
Increasing awareness of the “replication crisis” has prompted discussion about replicability and
reproducibility in social and behavioral science research, including in communication. As with other fields,
communication has seen discussion about concerns with the interpretation of existing research. One
response has been the piecemeal adoption of “open science” practices in communication to reduce
selectivity in analysis, reporting, and publication of research. Calls for further adoption of such practices
have, in turn, been met with criticisms and concerns about the negative consequences of their adoption.
Amidst disparate perspectives regarding solutions to replicability and reproducibility issues in
communication science, difficulties building consensus and caution about negative outcomes are
understandable, but they also present the risk of a status quo bias that could stall the improvement of the
replicability and reproducibility of communication research. The urgency of the replication crisis for
communication and the cost of inaction are presented here along three exemplifying dimensions perhaps of
particular importance in communication research: (a) responsibility to the public, (b) stewardship of
resources, and (c) membership in a community of scholars. While debate over solutions will continue, we
would do well to keep in mind that problems with replicability and reproducibility in communication research
are indeed a crisis needing immediate attention.
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1. Introduction

This commentary discusses the relevance of the “replication crisis” to the field of communication and the
urgent need to address issues with replicability and reproducibility in communication scholarship.
The following brief sections overview scholarship and discussion about concerns with replicability and
reproducibility across fields and in communication specifically, emphasize a few examples of implications for
which the stakes are particularly high for the field of communication, and call for cooperative and
collaborative conversation in the field to ensure a valid and credible research record in communication
scholarship. While there are unresolved questions about how to confront these issues in communication,
this commentary emphasizes that they must indeed be confronted.

2. The Replication Crisis in Communication and Debates About the Implementation of
Open Science Practices

Replicability and reproducibility have both been described as cornerstones of science (Moonesinghe et al.,
2007; Simons, 2014). As typically used in social and behavioral science, the concepts are distinct, but both
closely related to the validity of findings. Reproducibility concerns the extent to which repeating the same
analyses with existing study data produces the same result originally found and reported in a study, i.e.,
whether the original analyses’ findings can be reproduced with the data. Replicability deals with whether
conducting a study again will generate similar findings to the original study, i.e., whether the original study’s
findings are generalizable enough that they can be observed again in other research. (Nosek et al., 2022).
A third relevant concept, robustness, refers to whether analyzing a study’s data with minor variations in
analyses will produce consistent results, i.e., whether the study’s general findings can be observed
consistently regardless of analysis strategy or whether a study’s results are delicate enough to only be
found with analyses employing a very particular combination of variables and cases. If a study has been
conducted and reported correctly and the data curated accurately, then, its findings should in principle
always be reproducible; replicability of a research finding, meanwhile, may vary from the finding being
broadly observed across a vast range of settings to a finding that can only be replicated in a specific context
to a finding that does not appear to be replicable even in a close attempt at a “direct replication” of a
study’s design.

It has been no exercise in hyperbole, then, for many in the field to use “replication crisis” to describe the
burgeoning awareness over the past decade or two that vast swaths of influential empirical findings in a
range of scientific fields have proven difficult to replicate and reproduce. Meta‐scientific research in
psychology, for example, suggests that reproducibility rates are some distance below the theoretically
expected 100% (Artner et al., 2021) and that replicability rates are even lower (Open Science Collaboration,
2015). Communication research, particularly in the quantitative communication science tradition, has been
among the disciplines touched by the replication crisis, and in ways that extend far beyond our collective
confidence in study data or the conceptual models they support. The replication crisis has not only been a
crisis of confidence in our data; in many ways, it has fomented a crisis of confidence in our community
of researchers.

The most prominent studies that served as harbingers of the replication crisis (e.g., Ioannidis, 2005; Klein et al.,
2014; Open Science Collaboration, 2015) were focused on the shortcomings of study designs and resultant
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findings vis‐à‐vis replicability and reproducibility. Inevitably, though, discussions of biases in designs, analyses,
and processes (e.g., Ioannidis, 2005) have led to necessary, but unpleasant conversations about human biases,
motivated reasoning (Simonsohn et al., 2015), and flawed behaviors by researchers behind a flawed research
record. Here, conversations about replicability and reproducibility issues may understandably put researchers
on the defensive as terms like “p‐hacking” and “questionable research practices” (John et al., 2012) enter
the parlance as grim reminders that a primary culprit for the replication crisis is at best selective flexibility
in analysis, reporting, and publication of data and, at worst, deliberate misrepresentation of findings (Fanelli,
2009; Simmons et al., 2011). The same is true in communication research; some trends in findings, such as
distribution of significant test results, seem unlikely to have occurred without biased action by at least some
of the researchers producing them (Vermeulen et al., 2015). Discussions about replicability and reproducibility
can therefore feel accusatory; even if no one study or author is under scrutiny, the implication is that someone
has a thumb on the proverbial scale.

This tension is exacerbated by disagreements over whether and what reform is needed in scientific practice to
ensure the integrity of the replicability and reproducibility “cornerstones.” A range of “open science” practices
have been mooted to address this concern, from tools used to identify potential concerns with existing bodies
of literature to procedures intended to increase the transparency of research practices at various points in
the research and publication process. Some such practices have been adopted in communication, albeit in a
somewhat piecemeal fashion across researchers and publication venues, and calls for more adoption of such
practices in communication research have been made (e.g., Dienlin et al., 2021). Concerns about such reform
efforts have been raised, though, including claims that enthusiasm around open science practices may be
exclusionary and divisive, as well as a threat to the privacy of research participants (Fox et al., 2021). Further,
the implementation of popular open science practices without adequate supervision and structuremay enable
“openwashing” behaviors that present the appearance of more replicable and reproducible research without
actual reform (Markowitz et al., 2021).

3. A Common Crisis: The Urgent Human Cost of Replicability and Reproducibility Issues

As the debate about open science practices indicates, it will be difficult to reach a consensus on ideal solutions,
especially considering that some practices introduce different concerns in certain specific communication
research domains (e.g., health communication research involving disclosure of health information). Focusing
solely on disagreements about the implementation of science reform practices in these conversations, though,
may be conducive to status quo bias (Samuelson & Zeckhauser, 1988). This is a real danger, as the field’s
history of largely ignoring calls for a more replicable body of research (e.g., Kelly et al., 1979) should tell us
that a change in process is sorely needed. Thus, the debate about how to solve replicability and reproducibility
issues in communication research must remain mindful not only of the pros and cons of solutions, but of the
urgent and very real cost of the issues for which solutions are needed. Here are three examples of areas
perhaps particularly germane to communication as reminders that replicability and reproducibility issues in
the field are both urgent and destructive.

3.1. Responsibility to the Public

Much communication research is of particular interest to the public. Audiences look to communication
researchers for answers about such topics as what happens to their children when they play video games
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and use social media, methods to resolve conflict with romantic partners and family members, the
prevalence and effectiveness of political campaign tactics, how the news media portray us and our world’s
issues, and the promise of communication technologies for health and education. These findings reach the
public, perhaps disproportionately compared to sometimes‐arcane academic research in general, via press
releases, news coverage, and popular media interviews. This public communication of research findings lacks
sufficient detail for audiences to evaluate the details of the research, so trust is placed in us to ensure its
validity. The public is listening to us. Thus, it is urgent that we ensure we are communicating the most
accurate body of research we can.

3.2. Stewardship of Resources

As demand in some academic fields plateaus and contracts, communication remains a robust academic
discipline even in the increasingly uncertain economies of higher education. Graduate and undergraduate
enrollment trends in communication remain relatively verdant, at least in the United States, where the
number of bachelor’s degrees awarded in communication, journalism, and related fields has grown during
this century, especially relative to other fields in social sciences and liberal arts. The number of higher
education position announcements in communication in the United States has similarly increased over the
same period, even accounting for a decline since the onset of the Covid‐19 pandemic, keeping pace with
doctoral degree awards (National Communication Association, 2023). Even as some valuable units in
universities lose faculty lines or face administrative elimination, many departments, schools, and colleges of
communication gain faculty or at least maintain their size. With many research faculty contracts allocating
anywhere from a considerable minority to a majority of their work efforts to research in relation to teaching
and service, the result is more faculty research. With communication units across the higher‐education
landscape often still in growth, serviced by more faculty conducting more faculty research, communication
has a proportional duty to ensure that this snowballing knowledge production is leading to a body of
scholarship in which we can be confident. The field’s ranks and its production of research, are still growing.
Thus, it is urgent that we ensure this growing body of research is as valid as it can be.

3.3. Membership in a Community of Scholars

Again, the relatively healthy demand for communication faculty in academia supports a growing number of
doctoral students and encourages the presence of early‐career faculty across campuses. These early‐career
faculty are under disproportionate pressure to have productive programs of research to obtain terminal
degrees and related achievements such as habilitation, then reach career‐securing benchmarks such as
long‐term contracts and tenure. While protections such as tenure are in part designed to allow senior
scholars to explore uncertain intellectual seas in their scholarship, it is often the early‐career scholars who
are most likely to be working in new empirical and conceptual areas, enlightened by fresh perspectives and
armed with up‐to‐date interdisciplinary literature from intensive graduate study at top doctoral‐granting
programs. Even with direct replications underutilized in communication and elsewhere, early‐career
researchers are likely to be working on scholarship that at least builds on the published work of others with
some degree of replication effort. Therefore, it may be these “junior” scholars who suffer most in the field
when prominent studies and areas of research are plagued with replicability and reproducibility issues;
already toiling to generate quality research under time pressure, their efforts are stymied when they
unknowingly build their careers on the shaky foundation of previous research that resists efforts at
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replication. Our best new scholars build on the scholarship of others. Thus, it is urgent that we ensure they
have replicable research on which to build.

4. Conclusion

While we debate solutions to issues with replicability and reproducibility in communication, we must not
lose sight of the urgency of the problem. Voices have been raising concerns about replicability in
communication research since before some of our leading scholars were born (e.g., Kelly et al., 1979), and
these concerns remain. We may disagree on how best to address problems with replicability and
reproducibility in communication research, but these cornerstones of science are essential to the continued
credibility of our field among scholars and the public. Systemic problems with our research record lead to a
misinformed public, a growing body of flawed studies, and mounting pressure on our most innovative and
vulnerable young scholars. These are severe potential consequences for communication research and the
scholars engaged in it. Thoughtful and productive debate over solutions is healthy for our field, but failing to
act to ensure the consistent integrity of our research standards and published body scholarship is not an
option. The path ahead may be uncertain, but the very real cost of inaction is clear.
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Abstract
Common models of the scientific method articulate the processes by which we hypothesize about the
correlation between variables and then test those predictions to make incremental conclusions about the
world around us. Implied in this process is the replication and extension of that knowledge to various
contexts. As with other social sciences, published analyses have demonstrated that media and
communication scholarship suffers from a lack of replication studies, often due to presumptions about the
lack of reward or incentive for conducting this work—such as perceived difficulties securing support for
and/or publishing these studies. This commentary will reflect on and reinforce arguments for the intentional
and important role of replication studies in media and communication scholarship. The essay reflects on
replication as a key to post‐positivist approaches, and then highlights recent developments that center
replication work as key to scientific progression.
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1. Introduction

Among themanyways we understand the social sciences, we can look at two enduring maxims. The first is the
Popperian perspective on falsification, that “every genuine test of a theory is an attempt to falsify it (or refute
it)” (Popper, 1963, p. 36). The second is the Newtonian perspective on iterative science, that “if I have seen
further, it is by standing on the shoulders of giants” (Newton, 1675). The former reminds us that theories and
findings are tentative and accepted in the absence of more robust explanations, and the latter reminds us that
social sciences build on each other—simply put, we need prior evidence and theory to advance on, but we
must also consider the robustness of those prior advances, lest we advance on less than sturdy ground.
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These twin perspectives are central to the notion of replication. The former reminds us that empirical claims
are tentative and should be reexamined in the face of new evidence, and the latter reminds us that scientific
progress is additive and iterative. Using these two maxims as points of departure, in this brief commentary
I review and revive arguments for the importance of replication studies, framed as answers to questions we
should be asking ourselves as we scrutinize and stabilize our science. Notably, this commentary focuses more
directly on replications of prior research, rather than more direct reproduction efforts—the latter focused on
using published data and code to verify published results (see LeBel et al., 2018). Notably, that same reference
provides a more nuanced discussion of the different types of replication studies.

2. Replication as Post‐Positivism?

Among many different approaches to social science, much of the empirical work in media and
communication scholarship using quantitative data is rooted in a post‐positivist perspective. The positivist
approach promoted the use of the scientific method when engaging media and communication phenomena,
using empirical observation and measurement to generate what was presumed to be verifiable, factual, and
objective knowledge. Elegant on its face, the approach hardly represents the reality of scientific progress
(see Kuhn, 1962) and as noted by Naveed (2014), “people are not beakers of water”—the units of analysis in
media and communication research often involved variables that are measured imprecisely and that social
reality is more volatile than physical reality, which might require some subjectivity in interpretation. As such,
post‐positivism allows for a measure of intersubjectivity. For example, post‐positivist perspectives might
interpolate between the findings of several scholars, rather than relying on a definitive claim from any one
scholar (see Schutt, 2022); such claims also align with Merton’s (1942) norms of science, including a reliance
on communities of scholars with a skeptical view.

This intersubjectivity is key to notions of falsification and indeed highly relevant to the practice of
replications. For Popper (1963), the hypothesis that “all swans are white” is disproven by the observance of a
single black swan (or really, a swan of any color other than white). Tests of this hypothesis require more than
a single dataset, however, just as it is unlikely that any one observation of swans would account for all swans
in existence. Put another way, the inherent falsifiability of a hypothesis requires constant and persistent
testing—observing swans wherever swans might (or might not) be known to exist. What we are essentially
describing here is the process of replication, as replications are necessary for generating empirical data for
which to continually test our hypotheses. When viewed this way, replication is not a novel concept but
rather a bedrock of the post‐positivism. Others have taken a similar position. For example, Iso‐Ahola (2020)
argues that replication studies are essentially “just another empirical investigation in an ongoing effort to
establish scientific truth.”

3. Replications as a Publication Paradox?

In recent years, one attempt to encourage replications has been through focused calls for papers, such as
special issues in established journals—for example, a recent issue of Communication Studies “Special Issue for
Replications” (volume 69, issue 3). Such efforts are invaluable tools for directly encouraging and spotlighting
replication attempts and setting a clear standard for replication scholarship (see McEwan et al., 2018).
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As important as special issues focused on replication are, I worry about the paradox that they might
create—that replications are only feasible as publications if they are given extraordinary consideration and
incentive. As suggested by Keating and Totzkay (2019) in their analysis of major communication journals
from 2007–2016, less than 2% of all published research could be classified as a direct replication; in looking
at psychology research since 1900, Makel et al. (2012) drop this number to about 1.6%, although these
numbers have likely grown in recent years. Thus, on the one hand, special issues clearly encourage the
submission and eventual publication of replication studies (especially if we presume that there were other
manuscripts submitted to but ultimately not published with the special issue). On the other hand, special
issues might encourage “one‐off’’ replications wherein the replication efforts are taken up as an interesting
but isolated challenge, rather than integrated into a programmatic line of research. Special issues could
fetishize replications in ways that make them exotic rather than essential, and this is compounded given that
so few journals explicitly call for replications in their calls for papers (as few as 3% of psychology journals;
see Martin & Clarke, 2017). Special issues play a critical role in driving interest in replication research, but my
hope is that they move replication research towards mainstream practice.

4. Do Replications Reap Rewards?

An enduring critique of replication studies is that their perceived lack of novelty makes them generally
uninteresting for readers (and by extension, journals). That said, we can again look at the manuscripts in
Communication Studies for evidence to the contrary. As of this writing (early 2024) and excluding the
editorial on replications itself, the nine replication studies published in that issue have been collectively cited
more than 160 times (according to Google Scholar). Moreover, successful replications draw needed and
necessary attention to scholarship from broader audiences. One example of this is the “many labs” approach
in which replication is a central aspect of the scientific process (Protzko et al., 2023)—when published, this
article was in the 99th percentile of more than 245,000 articles tracked in terms of online engagement.

Replication studies are also quite useful for training early career scholars. As outlined by Janz (2016),
replication studies are especially useful for graduate student training with respect to research methods and
data analysis, as well as establishing replication as a routine approach to their scientific program. Such
efforts, in tandem with arguments earlier in this essay, can also facilitate early career publications (for
example, see Yoshimura et al., 2022) relevant to helping early career scholars establish themselves within a
given area of research.

5. Conclusion

Replications reflect a core logos of post‐positivism and as such, should be conducted and encouraged precisely
because of what they are—introspective and reflective tests of reported findings to directly protect against
the logical weaknesses of positivism (Tsang & Kwan, 1999). Scholars need not wait for an invitation to submit
replication studies, either by way of special issues or stated shifts to editorial practices. Drawing from local
experience (as editor‐in‐chief of the Journal of Media Psychology), the explicit inclusion of replications in our
general call for papers has netted only three submissions in the last three years (one each in 2021, 2022,
and 2023). One of those has been accepted for publication (Wright, 2022). As scholars, we have the agency
to move towards a replication culture. Regarding “making the case” for a replication study, understand that
the requirements of arguing for the novelty or necessity of a replication study are not so unique from the
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arguments for arguing for the novelty or necessity of any study. Ironically, so‐called novel studies (i.e., studies
with “interesting” findings) do tend to be published and cited more often, but tend not to replicate and, thus,
might not stand to extended scrutiny (Serra‐Garcia &Gneezy, 2021). Regarding the labor of replication studies,
emerging open science practices greatly facilitate the ability for scholars to replicate each other’s research (see
Dienlin et al., 2021) in ways that align with the philosophical norms of sciences (see Bowman & Keene, 2016).
Drawing back to Yoshimura et al. (2022), that replication would not have been possible without having access
to shared study materials and data from Eden et al. (2017).

In the late 20th century, an upstart advertising agency launched what would become one of the most iconic
global branding campaigns in three simple words: “Just Do It” (López Restrepo, 2022). The slogan far outgrew
the athletic apparel brand Nike, and we submit that it can and should be co‐opted to address the consistently
(over)stated need for replications in media and communication, and in social sciences broadly.

Replications? Just do them.
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