
Media and Communication
2024 • Volume 12 • Article 7851
https://doi.org/10.17645/mac.7851

ART ICLE Open Access Journal

Audio‐as‐Data Tools: Replicating Computational Data Processing

Josephine Lukito 1 , Jason Greenfield 2, Yunkang Yang 3 , Ross Dahlke 4 ,
Megan A. Brown 5 , Rebecca Lewis 4, and Bin Chen 1,6

1 School of Journalism and Media, University of Texas at Austin, USA
2 Center for Social Media and Politics, New York University, USA
3 Department of Communication & Journalism, Texas A&M University, USA
4 Department of Communication, Stanford University, USA
5 School of Information, University of Michigan, USA
6 Journalism and Media Studies Centre, University of Hong Kong

Correspondence: Josephine Lukito (jlukito@utexas.edu)

Submitted: 16 November 2023 Accepted: 22 February 2024 Published: 6 May 2024

Issue: This article is part of the issue “Reproducibility and Replicability in Communication Research” edited
by Johannes Breuer (GESIS—Leibniz Institute for the Social Sciences / Center for Advanced Internet Studies)
and Mario Haim (LMU Munich), fully open access at https://doi.org/10.17645/mac.i429

Abstract
The rise of audio‐as‐data in social science research accentuates a fundamental challenge: establishing
reproducible and reliable methodologies to guide this emerging area of study. In this study, we focus on the
reproducibility of audio‐as‐data preparation methods in computational communication research and
evaluate the accuracy of popular audio‐as‐data tools. We analyze automated transcription and
computational phonology tools applied to 200 episodes of conservative talk shows hosted by Rush
Limbaugh and Alex Jones. Our findings reveal that the tools we tested are highly accurate. However, despite
different transcription and audio signal processing tools yield similar results, subtle yet significant variations
could impact the findings’ reproducibility. Specifically, we find that discrepancies in automated transcriptions
and auditory features such as pitch and intensity underscore the need for meticulous reproduction of data
preparation procedures. These insights into the variability introduced by different tools stress the
importance of detailed methodological reporting and consistent processing techniques to ensure the
replicability of research outcomes. Our study contributes to the broader discourse on replicability and
reproducibility by highlighting the nuances of audio data preparation and advocating for more transparent
and standardized practices in this area.
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1. Audio‐as‐Data Tools: Reproducing Computational Data Processing

Like other disciplines, communication and media researchers have increasingly been concerned with the
replicability of the field’s research (Benoit & Holbert, 2008; McEwan et al., 2018). Replicability and
reproducibility are critical for research: Without them, it is unclear whether a particular finding is a
consequence of nuanced research decisions or an actual finding. However, methodological obfuscation of
data collection, preparation, and analysis (intentionally or otherwise) continues to plague replication and
reproduction efforts. Open science efforts—particularly those tailored to our field—provide new avenues for
producing more empirically grounded research (Dienlin et al., 2020), but blind spots remain.

One blind spot of interest to us, specifically in computational communication research, is data preparation:
the steps for cleaning and wrangling the data for analysis. While challenges to reproducing data collection
methods and sharing data persist (for more, see Van Atteveldt et al., 2019), data preparation is often
glossed over or subsumed as part of the data analysis process, particularly if researchers are relying on
computers (Plesser, 2018). However, replicating and reproducing data preparation processes is critical as
the results of two studies may vary because of data cleaning, even when holding the analysis or collection
strategies constant.

This study explores reproducing data preparation practicesmore concretely by focusing on audio‐as‐data tools
for data preparation.We chose this type of data for three reasons. First, there is increasing scholarly interest in
audio data (likely driven by the growing popularity of digital audiovisual content), particularly spoken language.
Second, researchers often transform audio‐as‐data into other data forms as a part of the data preparation
process, such as when researchers turn spoken language into a transcription for text‐as‐data approaches.
Third, there has yet to be an empirical study that compares whether different audio‐as‐data processing tools
produce similar results.

To assess whether results from audio‐as‐data processing tools will reproduce, we consider two important
data preparation practices for audio data: automated transcription and audio signal processing for
computational phonology. Using two datasets of right‐wing talk shows, we compare the results of four tools,
two for transcription and two for detecting pitch and intensity. Our results find that, while these tools
produce similar results, the nuances of each tool produce subtle differences that highlight why replication
and reproduction studies must account for variations in data preparation.

2. Literature Review

2.1. Conceptualizing Audio‐as‐Data

We define “audio‐as‐data” as approaches for computationally processing and analyzing auditory
communication (including, but not limited to, music, speech, and noise) to address important questions in
political and social life. The field of communication is currently dominated by the “text‐as‐data” approach,
often because of convenience and size (Lukito, Brown, et al., 2023). Studies involving multimedia content
such as radio, television, or podcasts often deal with audio data by textual transcription, during which the
auditory features (e.g., pitch, loudness, tone) are lost (Dietrich et al., 2019; Knox & Lucas, 2021).
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Despite audio data becoming more prominent in digital spaces, there are relatively few audio‐as‐data studies
(Piñeiro‐Otero & Pedrero‐Esteban, 2022). It is not just the content of speech but its delivery that informs us;
auditory cues in political speech, for instance, can subtly yet significantly indicate emotion and stance and
change opinions (Dietrich et al., 2019; Klofstad et al., 2012; Knox & Lucas, 2021). It is worth noting that none
of the above three studies used any additional software to validate the output of audio features produced by
one software: Dietrich et al. (2019) and Klofstad et al. (2012) both used praat only to measure pitch (Jadoul
et al., 2018), whereas Knox and Lucas (2021) used the “communication” R library to produce audio features
(Lucas, 2022).

Spoken language, as a type of audio‐as‐data, can processed with two approaches: a reductive approach and
an additive approach (Lukito, 2023). Reductive approaches remove information from a dataset because that
information is irrelevant to a particular project or research question. In the context of audio data, the most
common reductive approach transforms audio data into text, removing auditory cues and facilitating
text‐as‐data approaches through automated transcription. Automated transcriptions have the advantage of
speed and scale: Automated transcriptions take a fraction of the time compared to manual transcription.
One common concern is accuracy: Older automated transcription tools often made mistakes, and manual
tools were necessary to correct automated transcription (e.g., Luz et al., 2008). However, the ubiquity of
digital video content has motivated demand for automated transcription, resulting in considerable
improvements over the last decade, both in terms of accuracy (Bokhove & Downey, 2018) and in the variety
of languages considered (Wisniewski et al., 2020).

Whereas reductive approaches remove unnecessary (in the context of a study) information, additive
approaches involve highlighting or annotating information so that these features can be more easily studied.
Additive approaches enrich our understanding by highlighting auditory features, employing audio signal
processing for both speech and music to identify characteristics like pitch and intensity, two of the most
popular auditory features studied (Gold et al., 2011; Purwins et al., 2019). Pitch refers to the frequency of the
wavelength of a sound. Higher‐pitched sounds tend to be shriller, with more frequent oscillations. By contrast,
lower‐pitched sounds are deeper. To use a musical example, sopranos are higher‐pitched, and baritones are
lower‐pitched. Pitch algorithms have advanced the study of accents and vocal nuances like sarcasm (Iosad,
2015; Larrouy‐Maestri et al., 2023). Previous studies have found that pitch can impact a political candidate’s
electability; Klofstad (2016), for example, found that candidates perceived to have a lower pitch generally
received more votes than their higher‐pitched opponents, though this may vary by gender.

Whereas pitch is described concerning highness and lowness, intensity refers to the number of sound waves
passing through an area per second. Intensity and loudness are related, as a more intense sound will be
perceived as louder by the human ear (for this reason, intensity and loudness measures are often highly
correlated; this was also the case for our study). Intensity measures have been applied to emotional analysis
and acoustic engineering (Chen et al., 2012; Indrayani et al., 2020; Larsen & Aarts, 2005). In other auditory
analyses, auditory attributes such as duration (how long an auditory note is held) and timbre (distinctions
between two instruments or two voices) are also considered. However, these are studied more regarding
music (e.g., Krumhansl & Iverson, 1992) rather than spoken language (e.g., Dietrich et al., 2019).

Despite their growing use in disciplines such as computer engineering and linguistics, these tools have
comparatively few applications in media and communication research (for an exception, see Shah et al.,
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2023). This scholarship may be scant because of perceived applicability, as few studies have shown how
researchers can leverage these tools to study media. However, we hope these audio‐as‐data methods
become more accessible to our field. As communication and media scholars have long studied audio media
(e.g., Christenson & Lindlof, 1983; Spinelli & Dann, 2019), it stands to reason that adopting these methods
will become more widespread in the literature. If so, communication researchers must compare these tools
to understand how computational phonology and audio signal processing tools should be applied.

2.2. Replicable and Reproducible Audio Data Preparation

Over the past few decades, social scientists have raised concerns about the replicability and reproducibility
of research. While related, these two terms are conceptually distinct (National Academies of Sciences,
Engineering, and Medicine, 2019), so it is important to define this terminology. The National Academies of
Sciences, Engineering, and Medicine (2019) defines reproducibility as using the same input data and data
processing and producing similar results—They describe this as “computational reproducibility” (p. 6).
In contrast, replication refers to finding the same results from two separate data collections. Other
definitions are more ambiguous; for example, Nosek and Errington (2020) define replication as “a study for
which any outcome would be considered diagnostic evidence about a claim from prior research” (p. 2).
Adding further confusion, other researchers have presented conflicting definitions; for example, Plesser
(2018) defined replicability as when two different teams apply the same research design and produce similar
results, whereas reproducibility refers to different research teams applying different research designs yet
producing similar results (Plesser also defines “repeatability” as being able to repeat one’s own research and
produce similar results).

One gap in this literature is the reductive treatment of the research design, which often includes multiple
steps such as data collection, data processing, and data analysis; however, collection and analysis are often
emphasized compared to data processing. For example, Plesser’s distinction between research repeated by
the same team versus research replicated or reproduced by a different team emphasizes differences in data
collection (e.g., location of the research team). Similarly, many definitions of replicability and reproducibility
focus on the outcome of the research (Howell, 2020; National Academies of Sciences, Engineering, and
Medicine, 2019; Nosek & Errington, 2020). While it is important to define these concepts, focusing solely on
definition misses a key issue with research on replicability and reproducibility: What part of any given
research process becomes unreplicable or unreproducible? Furthermore, what does replicable and
reproducible mean in data preparation? Suppose a team conducts a “reproduction study,” but uses different
software to conduct optical character recognition, are changes in the results of substantive changes in the
context or case studied, or a result of the different software used to process the data?

In the context of computational data processing, we define “reproduced processing” as using the same data
and the same methods to produce the same data outcomes, despite using different software to conduct the
methods. This definition draws conceptually from the definition of reproduction as using the same data and
methods and recognizes software as a research tool that should (but may not) produce similar results.

Assessing the reproducibility of transformations to data is not new. There is a large body of research
concerning the sensitivity and consistency of text analyses based on choices in preprocessing (Hegazi et al.,
2021; Naseem et al., 2021; Tabassum & Patil, 2020). Different choices in text preprocessing have even been
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shown to change the performance of downstream models and analyses (Alakrot et al., 2018; Juneja & Das,
2019). For example, Denny and Spirling (2018) show how different choices in pre‐processing data for
unsupervised learning (such as punctuation removal, lowercasing, stemming, and stopword removal) could
produce different latent Dirichlet allocation topic modeling results such that important keywords were only
present in the top‐20 important terms for a topic for some pre‐processed data and not others.

In audio data, the proliferation of methods and tools for analysis poses the same challenges as text. More
specifically, there is a need for methods to validate audio analyses. This manuscript proposes a method for
validating audio‐as‐data processing tools, a step in the audio data analysis pipeline.

2.3. Conservative Talk Radio

We apply these strategies to conservative talk radio. Though talk radio has long existed as a form of mediated
communication (Armstrong & Rubin, 1989; Avery et al., 1978), conservatives within the United States have
leveraged this media format to gain popularity and motivate political action (Matzko, 2020; Young, 2020).
However, these tools apply to other audio data, particularly other forms of spoken language (e.g., podcasts,
interviews, interpersonal communication, voicemails, and digital videos).

Talk radio combines elements of “shock jock” broadcast entertainment with the promotion of conservative
viewpoints, usually hosted by an individual charismatic host. By forming talking points reinforced and amplified
within conservative newspapers and on right‐wing television, talk radio hosts effectively attack liberal ideas
and defend conservatism to their audiences, ultimately driving the rise in outrage as a political media style
(Berry & Sobieraj, 2013). Talk radio, as the name suggests, predominantly consists of spoken language by
one or several speakers, but it will also include music without words, particularly as brief transitions between
sections or as the background of advertising content and introductions.Many talk radio shows, including those
studied here, are several hours long and are broadcast daily.

While there have beenmany popular conservative talk radio hosts, two epitomize themedium: Rush Limbaugh
and Alex Jones. Limbaugh, dominant in the 1990s, influenced public opinion (Barker, 1998; Hall & Cappella,
2002; Jamieson et al., 1998; Lee & Cappella, 2001) and conservative rhetoric (Harris et al., 1996). He paved
the way for contemporary right‐wing media figures, including Glenn Beck and Sean Hannity, many of whom
have evolved beyond talk radio into distributing their audio content through podcasting (e.g., Dowling et al.,
2022) or YouTube (e.g.,Wurst, 2022). Conversely, Jones, known for hosting The Alex Jones Show and Infowars
(https://www.infowars.com) since 1999, shaped the conspiratorial wing of modern conservatism in the United
States (Beauchamp, 2016), using his platform to propagate conspiracy theories, leading to significant legal
and social repercussions (Slater, 2022). His “dangerous demagoguery” (Mercieca, 2019) fosters a unique bond
with his audience, affecting trust and media interaction (Madison et al., 2019, 2020), thereby contributing to
a fragmented reality among his listeners (Dunne‐Howrie, 2019).

We use these two conservative talk show hosts as cases because of their social and political relevance and
substantial amount of content: three hours daily. They provide vast and rich corpora of speech‐language,
making them ideal for comparing and validating audio‐as‐data tools. Another advantage of talk radio is that
it is professionally produced, making it similar to traditional radio, podcasts, and broadcast television content.
Audio data produced professionally tends to have greater clarity, as the speakers use professional equipment
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and background noise may be minimized. In contrast, both reductive and additive processing may be more
difficult in informal recordings with significant background noise. Thus, we expect these results to be most
relevant to professionally produced audio media with limited music.

Based on the above literature, we propose the following two research questions:

RQ1: When processing talk radio audio data into transcripts, to what extent will two different tools
for automated transcription reproduce similar data?

RQ2: When processing talk radio audio data to annotate audio features, to what extent will two
different tools for audio feature annotation reproduce similar data?

3. Methods

3.1. Data Collection

For our analysis of audio data, we collected data from two right‐wing media figures: Alex Jones and Rush
Limbaugh. First, the primary data source for our audio recordings of The Alex Jones Show was the official
Infowars website’s RSS section, specifically titled “Infowars Audio/Video Resource Links.” This digital archive,
accessible to the public, offers a vast collection of episodes spanning multiple years. In this article, we
downloaded all shows from January 1, 2016 to December 31, 2018. We select this time period as Jones
received significant and negative attention for his talk shows during this time (in late 2018, Jones was sued
by several parents of victims of the Sandy Hook shooting, leading to greater scrutiny of his show; see
Williamson, 2022). Each episode within this period adheres to a distinct and consistent URL format,
integrating the broadcast date and the day of the week. We employed a custom‐built Python tool built on
the urllib Python library to ensure a systematic and efficient data retrieval process. This software was
designed to: (a) navigate sequentially through the dates from the start of 2016 to the end of 2018,
(b) dynamically generate the appropriate URL for each episode based on the date, and (c) initiate the
download of the associated audio file, ensuring data integrity and completeness. We sampled 100 episodes
from this three‐year period to use in the analysis.

Next, we collected audio data for The Rush Limbaugh Show.We used Python code and scraped the audio files
hosted on the website (https://www.rushlimbaugh.com) in October 2022. Due to data availability, we could
download all Rush Limbaugh shows between January 1, 2020, and June 30, 2021. We randomly sampled
50 shows from 2020 and 50 from 2021 for The Rush Limbaugh Show.

3.2. Reductive: Transforming Audio Data to Text Data

After downloading the audio transcripts, we performed automated speech‐to‐text using two tools: Google
Cloud Platform (GCP) Speech‐to‐Text and OpenAI’s Whisper speech‐to‐text processing. First, we used
Google Speech‐to‐Text, a leading automatic speech recognition tool (Shakhovska et al., 2019), to generate
transcripts of the audio recordings. After experimenting with various models, we settled on Google’s
“latest_long” with default parameters. To identify different voices within the recordings, we incorporated a
diarization configuration, setting the speaker count to range between 2 and 10. The transcription process
was automated using a Python script. This approach also significantly reduced the overall processing time.

Media and Communication • 2024 • Volume 12 • Article 7851 6

https://www.cogitatiopress.com
https://www.rushlimbaugh.com


Compared to GCP Speech‐to‐Text, OpenAI Whisper is newer. However, it has already been applied to study
a variety of communications, including political discourse (Bianchini et al., 2023) and social media audio
(e.g., Sihag et al., 2023). Whisper is an “automated speech recognition” tool for multiple languages (Radford
et al., 2023). Like other OpenAI tools, Whisper leverages large neural networks—in this case, for conducting
automated transcription. The Whisper package in Python contains five models varying in size (and, by
extension, speediness and processing requirements). We use the base, English‐only model as we anticipate
that neither Limbaugh nor Jones would have much non‐English in their shows. Open AI’s Whisper
transcriber is imperfect, but it has achieved significant milestones to make it more applicable to human
subject research. We keep these scales at cost by minimizing machine translation for contextualization;
however, we acknowledge the process is also subjective.

Owing to cost (while Open AI’s Whisper is free, the cost of GCP’s Speech‐to‐Text was about US$50 per
transcript, with an overall transcription cost of US$4,106), we only conducted this comparison on Alex Jones
for this analysis. In addition to these two specific tools, there are other popular speech‐to‐text processors that
we did not consider due to costs, including Amazon Transcribe (which is known to suffer from long processing
times), Microsoft Azure Cognitive Services (which is the costliest for very long recordings, such as talk shows),
and IBMWatson Speech to Text (which is more sensitive to more noisy data). While our analysis is exclusively
focused on the spoken English language, it is worth noting that of these tools, GCP Speech‐to‐Text can support
a greater variety of languages.

3.2.1. Tool Comparison

To compare the speech‐to‐text results of GCP’s Speech‐to‐Text with Open AI’s Whisper, we compared the
transcripts usingword error rates (WERs; Klakow&Peters, 2002).WER is ametric that quantifies the difference
between the two documents—in this case, the two transcriptions. It measures the percentage of words in
the reference transcription incorrectly recognized or omitted in the system’s output. Importantly, this is not a
measure of understanding (Wang et al., 2003) but a measure of similarity; that is, to what extent are the data
similar when the procedure is reproduced across these two tools?We calculated aWER for each episode using
the {wersim} package (Proksch et al., 2019). A lower WER is typically better, whereas a higher WER suggests
differences in the two transcripts. Previous work has consideredWERs of 0.70 to be different (e.g., Jeanrenaud
et al., 1995), and more recent studies have considered WERs of 0.40 to be “high error rates” (Morchid et al.,
2016, p. 76). This analysis aims to compare the results of Whisper and GCP Speech‐to‐Text.

An important caveat here involves the data processing for Whisper: WhisperAI has a maximum size of 25 MB.
As most of Alex Jones’s shows are long (most MP3 recordings were about 55 MB), it was necessary to split
the data into three files before proceeding with the analysis. Once these were transcribed, we then combined
the three files.

3.3. Additive: Annotating Audio Features

We additionally compare and validate tools that enhance and annotate audio data with information about
pitch and intensity, two important metrics in signal processing and auditory analysis (Samrose &Hoque, 2021).
To make this comparison, we focus on two packages: parselmouth (Jadoul et al., 2018) and librosa (McFee
et al., 2015).
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Parselmouth is a Python interface for praat, one of phonology’s most popular computer software tools
(Kinoshita, 2015; Loakes & Keith, 2013). Praat—and by extension, parselmouth—detects various audio
signals, including pitch, tonal intensity, loudness, formants, pacing, and timbre. This tool makes studying
accents, prosody (the pacing of someone’s speech), and other spoken language phenomena especially useful.
For example, Lukito, Gursky, et al. (2023) used praat to study in‐person rhetoric at a far‐right QAnon event.

Librosa is a tool used for auditory signal processing. Whereas praat and parselmouth are common in
linguistics, librosa appears to be more popular in computer engineering and signal processing research to
detect sociolinguistic features such as emotion (Babu et al., 2021) and sarcasm detectors (e.g., Tomar
et al., 2023).

While someother tools can conduct audio analysis, these twowere selected because they specialize in analysis.
Other relevant pages include Pysptk, which is also used for speech synthesizing (the artificial production of
spoken language) and TorchAudio, which is built on top of PyTorch and, while useful, is more geared towards
preparing audio data for machine learning rather than extracting pitch and intensity accurately.

We focus on intensity and pitch detection for this analysis because both are available in parselmouth and
librosa, and because of their popularity in signal processing and auditory research. Intensity is most commonly
measured using the root mean square amplitude of a sound wave (parselmouth’s function is “intensity” and
librosa’s is “rms,” which stands for root mean square). The larger the root mean square, the more intense
(or louder) the sound.

Compared to intensity, pitch detection is more challenging. In signal processing and computational phonology,
there is no definitive algorithm or way to calculate pitch (Verteletskaya et al., 2009). Correspondingly, these
two packages take two different approaches: In parselmouth, pitch is derived from the approximate lowest
frequency of the waveform (also known as the fundamental frequency), whereas in librosa, pitch is derived
from the melspectogram, an approximation of the waveform’s amplitude and frequency over time. In both
cases, a higher score constitutes a higher pitch.

3.3.1. Tool Comparison

To compare parselmouth and librosa, we use both to detect the same auditory features (i.e., intensity and
pitch) and compare the features extracted with each. For this analysis, we ran the Alex Jones and Rush
Limbaugh samples through both. Our goal is to compare the results of parselmouth and librosa for the same
transcripts. Notably, both parselmouth and librosa’s outputs used different levels of time aggregation,
resulting in different numbers of time points. More specifically, parselmouth’s analysis was often more
granular than librosa’s, resulting in typically two to three more time points. Additionally, to make matters
more complicated, parselmouth relied on different levels of aggregation for both its mel‐spectrometer (for
pitch detection) and its intensity detection.

Because these strategies resulted in different temporal aggregation levels, we apply dynamic time warping
(DTW) to compare the librosa and parselmouth processing results. DTW is a common approach to compare
two‐time series that do not perfectly synchronize or vary in speed (Berndt & Clifford, 1994). DTW models
leverage non‐linear mapping to identify a minimized distance between two or more time series. In DTW,
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distance is measured on a scale of 0 to 1, with 0 being perfect alignment (no distance, or difference, between
the time series) and 1 being no alignment (i.e., substantive differences between the time series).

To prepare the data for DTW, we first normalized the time series data (Shao, 2015) to ensure appropriate
comparisons of scale between the two‐time series. We then conduct four DTW comparisons using the
R package {IncDTW} (Leodolter et al., 2021), which provides a vector‐based approach to DTW and greater
computational efficiency. This step is important for longer‐form content, such as podcasts, which create long
and highly granular time series data (compared to short online videos and clips). The four DTW comparisons
are: (a) a comparison of intensity in Alex Jones’s Infowars recordings, (b) a comparison of pitch in Alex
Jones’s Infowars recordings, (c) a comparison of intensity in Rush Limbaugh’s recordings, and (d) a
comparison of pitch in Rush Limbaugh’s recordings. Below, we present the results for the intensity
comparisons and then the pitch comparisons, which are measured as the average distance between each of
the point pairs in the two‐time series.

4. Results

Our collection consists of 100‐episode samples from two sources: Alex Jones’s Infowars from 2016 to 2018
and The Rush Limbaugh Show from2020 to 2021. Both shows are roughly three hours long, totaling 600 hours
(about 300 for Jones and Limbaugh each). We begin with comparing the speech‐to‐text tools for Alex Jones
(GCP Speech‐to‐Text and OpenAI’s Whisper), using WER to assess differences in the transcripts. We then
compare the computational phonology tools (librosa and parselmouth) using DTW to understand whether
these tools produced different auditory features.

4.1. Transcription Results

To address RQ1, we compare the results of GCP’s Speech‐to‐Text with OpenAI’s Whisper using WERs. For
Alex Jones, the average WER across the 100 videos was 0.76 (𝑆𝐷 = 0.21), suggesting a substantial
difference between the transcripts produced by GCP Speech‐to‐Text and Whisper (to compare, the WER for
two different episodes was 0.95). These results are presented in Table 1.

A qualitative assessment of the recordings suggests several reasons for this. First, the data splitting ultimately
impacted the transcription process despite no content removal. Sometimes,Whisper would not transcribe the
first few words of each respective section, resulting in some discrepancies.

A second reason may be related to Whisper’s default identification of syntax structure (in particular,
punctuations and proper nouns). Whereas automated punctuation requires a secondary model (that was not
used in this analysis), Whisper’s automated transcription provided fairly accurate punctuations and
identification of proper nouns, making it more likely to transcribe names of public figures and groups
correctly. We illustrate with an example below (Table 2), from an episode in 2016.

Table 1.WER metrics for Alex Jones data.

Metric M SD Min Max

WER 0.762 0.214 0.54 0.89
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Table 2. Comparison of GCP Speech‐to‐Text and OpenAI Whisper.

GCP Speech‐to‐Text OpenAI Whisper

LeonMcAdoo this put together a powerful six‐minute
report today that was going to be airing on the Nightly
News tonight it’s still will we’re going to be premiering
that here but also be on with more tonight than she’s
going to Flint Michigan and this evening or tomorrow
morning soo

LeanneMcAdoo has put together a powerful six
minute report today that was going to be airing on the
nightly news tonight. And it still will. We’re going to be
premiering that here, but we’ll also be on with more
tonight. And she’s going to Flint, Michigan this
evening or tomorrow morning.

It is important to note that while Whisper appeared to have more accurate punctuations and proper noun
identification, bothwere relatively inconsistent when it came to individual words that are also in portmanteaus
(e.g., “takeaway” the noun and “take away” the verb and adverb).

A third reason is that both tools transcribed filler words (e.g., “you know,” “ok”), interjectory words (e.g., “wow,”
“yuck”), and repeated words (e.g., “let, let me start..”) differently and inconsistently, which was particularly
problematic for sections involving two speakers. GCP was more likely to include repeated and interjectory
words, including those spoken softly and in the background. However, this was also inconsistent: There were
places where Whisper had identified repeated words, but GCP had not.

4.2. Computational Phonology Results

To address RQ2, we now turn to our analysis of the auditory feature annotations from parselmouth and librosa.
Given the differences in how these two tools process the audio data, and in alignment with our methods
section, we use DTW to compare the output of these two tools.

Generally, we find that librosa and parselmouth have similar detections of intensity. For the Alex Jones data,
the average distance between the two‐time series, across our 100‐podcast sample, was 0.30 (𝑆𝐷 = 0.04),
suggesting that librosa and parselmouth had similar identifications of intensity, though these were not
identical. Similarly, the average distance between the librosa‐derived and parselmouth‐derived intensity
time series for Rush Limbaugh was 0.27 (𝑆𝐷 = 0.014), suggesting that these findings are consistent across
podcasts. By comparison, the DTW for intensity of two Alex Jones shows (distance = 0.68) and two Rush
Limbaugh shows (distance = 0.74) was very high.

The difference between librosa and parselmouth for pitch is similar. In the case of Alex Jones’s data, we find
that the average distance between librosa and parselmouth’s normalized measure of pitch is 0.30
(𝑆𝐷 = 0.04). For Rush Limbaugh, the average distance is 0.29 (𝑆𝐷 = 0.016). For comparison, we calculated
DTW for intensity of two different Alex Jones shows (distance = 0.77) and two different Rush Limbaugh
shows (distance = 0.82). These results are presented in Table 3.

As expected for both pitch and intensity, we find that parselmouth’s output is more granular than librosa.
Figure 1 illustrates this with a 10‐second normalized sample comparison of how parselmouth (red) and librosa
(blue) operationalized auditory intensity (from the January 19, 2016 Infowars recording). In this figure, “index,”
the horizontal axis, refers to the length of the time series (parselmouth’s output has more time points and will
therefore have a longer index). The y‐axis refers to the intensity value as measured by parselmouth or librosa.
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Table 3. DTW metrics for Alex Jones and Rush Limbaugh data.

Radio host Feature M SD Min Max

Jones Pitch 0.306 0.04 0.251 0.322
Jones Intensity 0.308 0.043 0.262 0.347
Limbaugh Pitch 0.295 0.016 0.279 0.315
Limbaugh Intensity 0.271 0.014 0.255 0.289

1

0

V
a
lu
e

–1

0 10 20

Index

30

Parselmouth

Librosa

Figure 1. Ten‐second time series of intensity as measured by parselmouth and librosa.

The dotted lines between the parselmouth and librosa lines refer to the optimal alignment. In the case of this
data, one librosa point may be illustrated by many parselmouth points (the first librosa point on the bottom
left has 11 parselmouth points, for example).

While this granularity may be useful when researchers are identifying a millisecond‐level analysis (such as with
fMRI or physiological phenomena; see Jahn et al., 2022; Lang et al., 2009), these differences may not be as
substantive at higher levels of aggregation, such as at the daily or monthly level.
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5. Discussion

Our comparison of the speech‐to‐text and computational phonology tools suggests several differences.
Regarding automated transcription, the WER indicates that GCP Speech‐to‐Text and OpenAI’s Whisper may
differ. Notably, GCP appears to provide more direct transcriptions, including stutters and fillers, whereas
Whisper’s transcriptions may have these auditory features removed. Based on these findings, we suggest
that researchers select a transcription tool that aligns best with their question or the type of spoken
language they seek to study. For example, researchers studying anxiety and pausing in interpersonal
conversation may want to identify filler words. However, studies of scripted broadcasts, which already lack
many of these language features, may be better suited for processing by OpenAI’s Whisper. We also
encourage researchers to consider the cost difference between these two tools and whether the increased
price for GCP justifies its use.

The comparison of librosa and parselmouth indicates that these two tools were more similar, at least regarding
pitch and intensity. However, we also found that parselmouth providedmore granular data. This difference has
its benefits and disadvantages: Millisecond‐level analyses may be necessary for some types of data (e.g., fMRI).
However, the more granular output also results in larger and more computationally intensive datasets.

These results highlight the importance of reproduced processing for audio‐as‐data. While the results
produced by the two automated transcription tools (the reductive processing approach) and by the audio
feature extraction tools (the additive processing approach) were similar, our study also found some key
differences that may motivate researchers to use one tool over the other. This is an essential consideration
for reproduction and replication studies as results may not reproduce, not because of the data or context,
but because of a difference in processing. Such findings also highlight the importance of methodological
transparency and being specific about what packages or programs a researcher used to process their
audio data.

In conducting this work, we contribute to the growing literature on data processing (e.g., Denny & Spirling,
2018; Tabassum & Patil, 2020)—and, specifically, its reproducibility—and expand it in the context of
audio‐as‐data. By showcasing methods for reductive and additive processing, and by comparing several
tools, we hope this work motivates other media and communication scholars to study audio data more.

Based on these findings, we make several important recommendations for improving the replicability and
reproduction of research using audio‐as‐data. First, reproduction studies should use the same processing
approaches, if possible. It is not only a matter of using the same methods, but being explicit about the
specific tool, software, programming language, or package/library used to conduct the analysis. Because of
the myriad of ways researchers can prepare their data—particularly in computational research and content
analysis methods—the ability to replicate a finding is contingent on methodological clarity.

This result leads to our second recommendation: Researchers must also be transparent in their processing
approach, including providing information about the tools they used, the version of that tool (if relevant), and
the specific steps they conducted in data preparation. This recommendation alignswith open science practices
(Dienlin et al., 2020), particularly regarding making research materials more open.

Media and Communication • 2024 • Volume 12 • Article 7851 12

https://www.cogitatiopress.com


Finally, researchers should validate their results with reproducible processing (i.e., using different processing
software to achieve the same task). This procedure ensures the robustness of one’s results. Future studies
can build on this work by analyzing data processing tools across different types of media (e.g., podcasts,
social media content, broadcasts of speeches). For example, one area that would benefit from a greater
assessment is the consideration of audio‐as‐data with music features. While some parts of talk radio contain
music (e.g., advertisements), most talk radio audio is spoken language; as such, a limitation of our study is its
focus on spoken language. Future studies should seek to reproduce these results with media content that
contains music audio, including recordings of songs and movies. Another limitation of this study is our focus
on English‐language talk radio. As GCP Speech‐to‐Text claims to support 125 language variations, and
OpenAI Whisper claims to support 99, future work can and should consider how these tools may expand
non‐English audio‐as‐data studies.
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